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Executive Summary

In modern, heterogeneous network environments, the routing plane remains a critical yet opaque layer

where unmapped trust dependencies introduce systemic vulnerabilities. For highly sensitive workloads

requiring robust security assurances, the current lack of such trust dependency scoping prevents organi-

zations from accurately identifying and mitigating emerging threats. To bridge this gap and embed trust

as an intrinsic component of network traffic engineering, two fundamental challenges must be addressed.

First, organizations require the capability to systematically measure trustworthiness across the ar-

chitecture; scaling from low-level device telemetry to high-level insights that inform service-wide

decisions. This requires moving beyond initial trust establishment to a model of continuous runtime

characterization throughout the operational lifecycle of the network. Second, this real-time visibility cre-

ates the opportunity to treat trust not merely as a static prerequisite, but as a dynamic decision point for

path selection. Solving this second challenge involves mapping trust insights into actionable traffic

engineering policies that satisfy performance requirements while optimizing for trust in a multi-

objective framework.

While Deliverable D2.1 [5] introduces the overarching CASTOR architecture and its requirements for

orchestrator-driven trusted path routing, Deliverable D3.1 [7] provides the technical blueprint for the

device-level Trusted Computing Base. Together, these documents set the stage for secure evidence

collection, providing the necessary data layer for the systematic trust evaluations performed within the

CASTOR framework. Building upon these foundations, this deliverable specifies the initial CASTOR Trust

Assessment Framework (TAF). It defines the critical terminology and trust evaluation modalities required

to establish a unified semantic baseline and operational language for all subsequent WP4 activities.

Following the terminological specification, this deliverable evaluates the state of the art in trust frame-

works to identify critical gaps in current assessment methodologies. This analysis informs a detailed

set of requirements for trust evaluation in the routing plane, providing the rationale for why a framework

based on Subjective Logic offers superior evaluative capabilities over alternative and well-established

decision logics. Subsequently, this deliverable defines the core trust modelling principles necessary for a

multi-layered and federated evaluation strategy that spans from local, in-router trust properties to trust re-

lationships established both between forwarding-plane elements and between routers and the centralized

Orchestration Layer.

Based on this, this document presents a high-level architecture for a Trust Assessment Framework (TAF)

instance and details its position within the broader CASTOR ecosystem. Beyond the runtime trust engi-

neering process, which enables the systematic quantification of the Actual Trustworthiness Level (ATL),

the deliverable defines the challenges of deriving a robust trust decision methodology by introducing a

risk-aware Required Trustworthiness Level (RTL). The document evaluates current approaches to mod-

elling and deriving RTL thresholds and identifies the core challenges of identifying a robust RTL method-

ology; specifically one capable of capturing complex network interdependencies and the potential for

cascading attacks within the forwarding plane.

To translate these evaluations into actionable policies, the deliverable formulates the co-enforcement of

network and trust requirements in traffic engineering as a multi-objective optimization problem. A targeted

analysis of exact and heuristic algorithms is provided, establishing the algorithmic basis for the CASTOR

Optimization Engine.
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Ultimately, this deliverable forms the basis for the development of the CASTOR Trust Assessment Frame-

work and the CASTOR Optimization Engine. By framing core challenges through self-contained Engi-

neering Stories, it sets the scene for the specification of the functional requirements and driving factors

that will shape the development of all WP4 artifacts in subsequent phases of the project.

CASTOR D4.1



D4.1 - Architectural Specification of CASTOR

Continuum-Wide Trust Assessment Framework

Contents

1 Introduction 2

1.1 Demystifying Dynamic Trust Characterization in Network Traffic Engineering Process . . . 2

1.2 Relation with other WPs and Deliverables . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Deliverable Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 Trust Management Terms And Definitions 6

3 Trust Assessment Modalities 10

3.1 Standalone Trust Assessment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

3.1.1 Optimisations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

3.1.2 Core Operations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

3.1.3 Global TAF Standalone Trust Assessment . . . . . . . . . . . . . . . . . . . . . . . 12

3.2 Federated Trust Assessment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

4 General Concepts of Trust and Trustworthiness 13

4.1 Trust, Trustworthiness and Other Related Terminology . . . . . . . . . . . . . . . . . . . . 13

4.2 General Challenges of Trust Assessment . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

4.2.1 Continuous, Non-Binary Trust Verification . . . . . . . . . . . . . . . . . . . . . . . 15

4.2.2 Evidence Quantification and Subjectivity . . . . . . . . . . . . . . . . . . . . . . . . 15

4.3 Challenges of Federated Trust Assessment . . . . . . . . . . . . . . . . . . . . . . . . . . 16

4.3.1 Case Study: A Simple Illustration of Federated Trust Assessment Flow . . . . . . . 16

5 State-of-the-art in Trust Assessment Methodologies 19

5.1 Requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

5.2 Existing Decision Logic Mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

5.2.1 Probabilistic Logic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

5.2.2 Fuzzy Logic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

5.2.3 Bayesian Probability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

5.2.4 Dempster-Shafer Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

5.2.5 Subjective Logic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

5.3 A Comparison of Decision Logic Mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . 24

5.4 Foundations of Subjective Logic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

CASTOR D4.1



D4.1 - Architectural Specification of CASTOR

Continuum-Wide Trust Assessment Framework

5.4.1 Subjective Logic Opinions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

5.4.2 Binomial and Multinomial Opinions . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

5.4.3 Subjective Logic Discounting: Handling Shared Evidence and Opinions . . . . . . . 29

5.4.4 Subjective Logic Fusion: Handling Evidence and Opinions from Multiple Sources . . 30

6 Trust Modelling in Traffic Engineering Policy Provisioning 32

6.1 Trust Relationships . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

6.1.1 Local TAF Trust Assessment of an Integrity-Related Atomic Trust Proposition . . . . 32

6.1.2 Global TAF Discounting a Local TAF Opinion . . . . . . . . . . . . . . . . . . . . . 33

6.1.3 From Atomic to Composite Propositions . . . . . . . . . . . . . . . . . . . . . . . . 34

6.1.4 Global TAF Opinion Formation on Evidence from the Orchestrator . . . . . . . . . . 36

6.1.5 Global TAF Opinion Formation on Link-Level Trust . . . . . . . . . . . . . . . . . . 37

6.1.6 Global TAF Opinion Formation on Path-Level Trust . . . . . . . . . . . . . . . . . . 39

6.1.7 Trust Evaluations and Trusted Path Routing (Simple Case) . . . . . . . . . . . . . . 39

6.1.8 Trust Evaluations and Trusted Path Routing (Generic Case) . . . . . . . . . . . . . 39

7 CASTOR TAF high-level description 43

7.1 High-level architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

7.2 TAF within the CASTOR framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

7.2.1 TAF in Preparedness phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

7.2.2 TAF in Proactive phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

7.2.3 TAF in Reactive phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

7.3 Trust Engineering in the Case Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

8 Risk-aware RTL derivation 57

8.1 The need for RTL values . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

8.2 Risk Assessment Methodology Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

8.2.1 Risk Assessment Foundations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

8.3 RTL Expression Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

8.3.1 RTL as Decision Thresholds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

8.3.2 Evidence Weighting and Trust Opinion Formation . . . . . . . . . . . . . . . . . . . 61

8.3.3 Attack Paths and Cascading Effects . . . . . . . . . . . . . . . . . . . . . . . . . . 62

8.3.4 Open Questions for Advanced RTL Derivation . . . . . . . . . . . . . . . . . . . . . 62

8.4 Risk-based RTL Calculation: An example approach . . . . . . . . . . . . . . . . . . . . . . 63

8.4.1 Belief Component Calculation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

8.4.2 The Role of Attack Feasibility in Risk Assessment . . . . . . . . . . . . . . . . . . . 64

8.4.3 Disbelief and Uncertainty Components . . . . . . . . . . . . . . . . . . . . . . . . . 65

8.4.4 Limitations of Current Approaches and the CASTOR Gap . . . . . . . . . . . . . . 65

8.4.5 Requirements for Advanced RTL Derivation in CASTOR . . . . . . . . . . . . . . . 66

CASTOR D4.1



D4.1 - Architectural Specification of CASTOR

Continuum-Wide Trust Assessment Framework

8.4.6 Methodology Flexibility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

8.5 Link with Trust Assessment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

8.5.1 Runtime Trust Decision Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

8.5.2 Integration with Trust-Aware Routing . . . . . . . . . . . . . . . . . . . . . . . . . . 67

8.5.3 Handling Trust Decision Failures . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

8.5.4 Evolution of RTL in Operational Systems . . . . . . . . . . . . . . . . . . . . . . . 68

8.5.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

9 Optimization 70

9.1 Optimization Vocabulary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

9.2 Problem formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

9.2.1 Network and Trust Attributes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

9.2.2 From Opinions to Projected Probabilities . . . . . . . . . . . . . . . . . . . . . . . . 73

9.2.3 Path-level Composition of Trust and Network Attributes . . . . . . . . . . . . . . . . 74

9.3 Methodologies analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

9.3.1 Exact algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

9.3.2 Dimensionality Reduction via Attribute Conjunction . . . . . . . . . . . . . . . . . . 76

9.3.3 Quantum- and Physics-Inspired algorithms . . . . . . . . . . . . . . . . . . . . . . 77

9.3.4 Simulated Bifurcation – General Description . . . . . . . . . . . . . . . . . . . . . . 77

9.3.5 Simulated Annealing: General Description and Operating Principle . . . . . . . . . 80

9.3.6 Quadratic Unconstrained Binary Optimization and Ising Formulation . . . . . . . . . 80

9.3.7 QUBO for Multi-objective Optimization . . . . . . . . . . . . . . . . . . . . . . . . . 81

9.3.8 Augmented Lagrangian Treatment of Constraints . . . . . . . . . . . . . . . . . . . 82

10 User Stories for the overarching Trust Assessment Engineering process 84

10.1 Risk Engineering Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

10.2 Trust Engineering Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

10.3 Optimization Engine Engineering Process . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

11 Summary and Conclusions 91

References 92

CASTOR D4.1



D4.1 - Architectural Specification of CASTOR

Continuum-Wide Trust Assessment Framework

List of Figures

1.1 Relation of D4.1 with other WPs and Deliverables . . . . . . . . . . . . . . . . . . . . . . . 4

4.1 A bi-directional trust relationship between two entities. Router A, the trustor, expects

Router B, the trustee, to forward packets with confidentiality and integrity. . . . . . . . . . . 13

4.2 Running example - CASTOR TAF federation information flow . . . . . . . . . . . . . . . . . 17

5.1 A simplified illustration of trust transitivity. Entity A does not have a direct relationship

with Entity C, but can receive a referral from Entity B (to which it does have a direct trust

relationship). The conceptual “transitive” relationship is shown as a dotted arrow. . . . . . . 20

5.2 The subjective logic triangle for a binomial opinion. An opinion ωx is shown within the trian-

gle, with its opinion components mapped to their respective belief, disbelief and uncertainty

values. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

5.3 A subjective logic tetrahedron for a trinomial opinion. An opinion ωx is shown within the

figure, its position reflecting the balance of belief, disbelief and uncertainty across three

possible states. The base vertices represent 100% belief in any of the three states (x1,

x2 and x3), with the opposite side representing 100% disbelief in that respective state.

Uncertainty is measured based on distance from the base. . . . . . . . . . . . . . . . . . . 29

5.4 Opinions from multiple evidence sources (S) being fused into a single representative opinion. 30

6.1 Scenario 1 – The Local TAF performs a trust assessment over an atomic trust proposition

relating to secure boot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

6.2 Scenario 2 – The Global TAF discounts an opinion received from the Local TAF. . . . . . . 34

6.3 Scenario 3 – The Global TAF aggregates a composite trust proposition based on two

integrity-related trust propositions from the Local TAF, ultimately forming a composite trust

proposition in relation to node integrity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

6.4 Scenario 4 – The Global TAF directly quantifies evidence received via the TNDI SP channel. 36

6.5 Scenario 5 – The Global TAF forms an opinion in relation to link-level integrity. . . . . . . . 38

6.6 Scenario 6 – The Global TAF forms an opinion in relation to path-level integrity. . . . . . . . 40

6.7 Scenario 7 – Router 1 forms an opinion on the onboarding router, Router N, and shares

it with the Global TAF where it can be discounted appropriately, based on its opinion of

Router 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

6.8 Scenario 8 – Router 1 and Router 2 form an opinion on the onboarding router, Router

N, and share their opinions with the Global TAF. Here, they can be discounted and fused

appropriately, based on the Global TAF’s opinions on Router 1 and Router 2. . . . . . . . . 42

7.1 High-level architecture of the CASTOR Trust Assessment Framework (TAF) . . . . . . . . . 44

CASTOR D4.1



D4.1 - Architectural Specification of CASTOR

Continuum-Wide Trust Assessment Framework

7.2 Exemplary Trust Model instance on the Global TAF agent; 2 interconnected routers. . . . . 53

8.1 Graphical representation of RTL thresholds within the subjective logic triangle. The RTL

constraints for belief (bRTL), disbelief (dRTL), and uncertainty (uRTL) define an acceptable

region for trust decisions rather than a fixed opinion point. . . . . . . . . . . . . . . . . . . 59

8.2 Risk-based RTL derivation flow in CASTOR. The process translates risk assessment out-

puts (attack feasibility and impact ratings) into concrete RTL threshold values. . . . . . . . 63

CASTOR D4.1



D4.1 - Architectural Specification of CASTOR

Continuum-Wide Trust Assessment Framework

List of Tables

5.1 A visual comparison of the different decision logic mechanisms considered for this project. 25

9.1 Running time of Dijkstra-based algorithms depending on the number of objectives . . . . . 76

CASTOR D4.1



D4.1 - Architectural Specification of CASTOR

Continuum-Wide Trust Assessment Framework

Versioning and contribution history

Version Date Author Notes

v0.1 27.10.2025 Nikos Fotos (UBITECH) Vocabulary definition, and first input on

Chapter 7 for the overall Trust Assess-

ment Framework

v0.2 10.11.2025 Jamie Pont, Theo Dimitrakos

(UKENT)

First draft of State-of-the-art analysis in

probabilistic logics

v0.3 17.11.2025 Jamie Pont (UKENT), Alexandros

Fakis (FERON)

Input on Subjective Logic primitives, and

Trust Relationships (Chapter 6). First In-

put on Engineering Stories

v0.4 24.11.2025 Jamie Pont (UKENT), Alexandros

Fakis (FERON)

Input on Subjective Logic primitives, and

Trust Relationships (Chapter 6), Draft in-

put on RTL in Chapter 8

v0.5 5.12.2025 Iasonas Sakellariou, Symeon

Tsintzos (QUBITECH)

State-of-the-art analysis on optimization

techniques in Chapter 9

v0.6 12.12.2026 Jamie Pont (UKENT), Alexandros

Fakis (FERON), Anuj Pathania

(UvA)

Document trust assessment modalities

in Chapter 3, Elaborate on the possible

equations for RTL derivation in Chapter

8, Review optimization SotA (Chapter 8)

v0.7 19.12.2026 Jamie Pont (UKENT), Alexan-

dros Fakis (FERON), Iasonas

Sakellariou, Symeon Tsintzos

(QUBITECH)

Case Study analysis in Chapter 4, Final

adjustments in Risk Assessment Engi-

neering Stories and Chapter 8, Final up-

dates to Chapter 9 on optimization

v0.8 15.1.2026 Nikos Fotos (UBITECH), Anuj

Pathania (UvA)

Final updates to Engineering Stories

(Chapter 10) and Chapter 7.

v0.9.0 23.1.2026 Nikos Fotos, Thanassis Giannet-

sos (UBITECH)

Intro/Conclusions and final polishing of

deliverable.

v0.9.1 30.1.2026 Nikos Fotos, Thanassis Giannet-

sos (UBITECH)

Revised Executive Summary

v1.0 9.2.2026 Daphne Galani (UBITECH) Final Review & Submission

CASTOR D4.1 Public Page 1 of 94



D4.1 - Architectural Specification of CASTOR

Continuum-Wide Trust Assessment Framework

Chapter 1

Introduction

1.1 Demystifying Dynamic Trust Characterization in Network Traf-

fic Engineering Process

Emerging requirements for robust service provisioning increasingly demand the distribution of compu-

tational resources from centralized cloud infrastructures to far-edge environments. Evaluating the trust-

worthiness of the application service lifecycle therefore becomes a critical challenge in achieving high

levels of assurance, particularly for highly sensitive workloads. Within this edge-to-cloud paradigm, an

integral component is the trust evaluation of the transport network that spans and interconnects the en-

tire compute continuum. In this context, the systematic and continuous assessment of the dynamic trust

relationships within the forwarding plane emerges as one of the principal challenges for next-generation

Connected Collaborative Computing Networks (“3C Networks”) [18].

CASTOR is the first of its kind to address this challenge in a holistic manner. To this end, CASTOR

identifies two key objectives that together enable end-to-end trust characterization: measuring trust and

co-enforcing trust and network requirements. The first objective focuses on the systematic modelling

and evaluation of trust relationships within the highly volatile and rapidly evolving routing plane. This ef-

fort is intrinsically linked to the development of a comprehensive trust assessment framework capable of

deriving critical trust insights that characterize the security posture of an end-to-end network path and its

participating administrative domains. The second objective addresses the challenge of translating these

trust insights into meaningful and actionable traffic engineering decisions. Specifically, CASTOR investi-

gates how this translation can be formulated as an advanced optimization problem, thereby enabling the

recommendation of network paths that simultaneously satisfy multiple network- and trust-related require-

ments and can be enforced within the forwarding plane.

In WP4, we focus on achieving these goals by investigating how trust is modelled, assessed, and man-

aged within the overarching CASTOR framework. The core outcomes of this activity are (i) the devel-

opment of an overarching trust assessment framework that will enable the evaluation of trust properties

across various aspects of the routing plane and (ii) the optimization engine that will shape the traffic

engineering insights (e.g., recommended network paths) that can be then used to enforce a new set of

routing policies that can accommodate various sets of network- and trust- requirements as envisioned in

the context of the use cases.

Overall, in alignment with the Zero Trust paradigm, CASTOR does not assume any inherent trustworthi-

ness in the forwarding plane. Instead, trust evaluations are grounded in the secure collection of trust-

worthiness evidence obtained from the Trust Sources available at each network element. As illustrated in

Section 5.4, the presence of multiple evidence sources—often incomplete or potentially conflicting—leads

us to employ Subjective Logic as the primary probabilistic framework to guide trust evaluations and subse-

quent trust-aware recommendations. Chapter 6 captures how it is possible the different trust relationships
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pertaining to the forwarding plane, covering both trust dependencies at the management plane (e.g., be-

tween an orchestration service and a router) but also at the forwarding plane (e.g., between two adjacent

routers).

As elaborated below, this document outlines an initial set of requirements and key concepts that will

inform the functional specification of the aforementioned artifacts in subsequent work package activities.

It presents a high-level overview of the CASTOR Trust Assessment Framework and introduces the core

concepts of trust modelling based on continuous risk analysis, as well as trust-aware optimization in the

traffic engineering domain.

1.2 Relation with other WPs and Deliverables

Deliverable D4.1 serves as a strategic guide for the development of all artifacts comprising the CASTOR

Trust Assessment Framework (TAF), facilitating the integration of trust characterizations into the determi-

nation of near-optimal network paths. Then these insights can inform the design of routing policies that

simultaneously satisfy both network (i.e., performance) and trust objectives. In the following sections, we

outline the core requirements that will shape the CASTOR TAF and the CASTOR Optimization Engine,

enabling continuous assessment of network trustworthiness: from in-router evaluations to comprehen-

sive, topology-wide trust assertions.

The CASTOR WP4 activities follow a clear roadmap from initial requirements to successive releases (as

shown in Figure 1.1. This document (D4.1) presents crucial information with respect to the specification

of categories of atomic and composite trust propositions, the main types of trust relationships at device,

path, and domain-levels, and the definition of the risk-aware Required and Actual Trustworthiness Lev-

els (RTL and ATL respectively) that dictate the trust characterization of the CASTOR TAF. In addition,

it formulates the problem of deriving traffic engineering policies as a multi-objective optimization prob-

lem. This formulation enables the identification of the primary exact and heuristic algorithms that the

Optimization Engine will explore to derive recommended traffic engineering policies. Building on these

inputs, the first release (D4.2) operationalizes the WP4 roadmap by delivering an initial version of the

trust models tailored to traffic engineering evaluations, as well as the overall CASTOR Trust Assessment

Framework and its interactions with the available Trust Sources. In addition, it introduces the first version

of the Optimization Engine, including preliminary results on the accuracy and robustness of the different

optimization strategies it supports.

The subsequent (and final) release, documented in D4.3, extends this work by specifying trust relation-

ships that include router-to-router evaluations within the forwarding plane, in line with IETF Trusted Path

Routing. It also extends the dynamic trust models to capture cross-domain relationships. This, in turn,

enables the evaluation of both the CASTOR Trust Assessment Framework and the Optimization Engine in

cross-domain scenarios, as envisioned in the use cases, thereby completing the framework’s end-to-end

assessment and policy derivation capabilities.

WP2 provides the foundational requirements and the high-level architectural vision for the Risk Assess-

ment Engine, the CASTOR Trust Assessment Framework (TAF) and the Optimization Engine, which

directly inform the scope and design choices of WP4. In particular, WP2 defines the system-level con-

straints, operational assumptions, and functional expectations that WP4 translates into concrete trust

models, optimization formulations, and architectural building blocks. This linkage ensures that the tech-

nical developments in WP4 remain aligned with the overall CASTOR objectives and system architecture.

WP3 contributes the requirements and conceptual architecture of the CASTOR Trusted Computing Base

(TCB) and identifies the trust sources that can be leveraged within the framework in order to securely

collect the relevant trustworthiness evidence for the ATL derivation. These inputs are essential for WP4,

as they determine the types of trust propositions that can be evaluated based on verifiable claims and

evidence provided by the trust sources. WP4 builds upon this input to define atomic and composite trust
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Specification of categories of atomic and composite trust propositions. Specification of the main types of trust 
relationships that comprise the evaluations at a device-, path-, or domain-level. Definition of the concepts of the 

risk-aware Required Trustworthiness Level and Actual Trustworthiness Level that dictate the trust characterization 
of the CASTOR TAF (the detailed CASTOR TAF roadmap is detailed in D4.2). Identification of the primary Exact and 
Heuristic algorithms that the Optimization Engine will explore to derive the recommended traffic engineering policies

Specification of trust relationships that encompass router-to-router trust evaluations as part of a wider trust evaluation 
at the forwarding plane (IETF TPR). RTL methodology adaptive to cascading attack analysis, improving trust 

evaluation accuracy. Dynamic Trust Models capturing cross-domain trust relationships. Evaluation of 
optimization approaches in cross-domain evaluations (as envisioned in the use cases).

D4.2

D4.3

Distributed Trust Path Routing Construction

D4.1

WP4

Requirements and conceptual 
architecture of CASTOR TCB 
and envisioned Trust Sources

WP3

Types of Trust propositions that need to be 
evaluated based on the claims that can 

be provided by the CASTOR Trust Sources

WP2

WP5

WP6

Types of Trust propositions that need to be evaluated at the Orchestration Layer 
to enable trust-aware Traffic Engineering (TE) policy specification. 

Types of Optimization strategies that will be investigated 
to convert network and trust insights into enforceable TE policies.

CASTOR TAF and 
Optimization Engine within 

the integrated framework

Definition of Requirements and 
high-level architecture 
of  the CASTOR TAF 

and the Optimization Engine  

Figure 1.1: Relation of D4.1 with other WPs and Deliverables

propositions and to structure trust relationships that are compatible with the capabilities and guarantees

offered by the CASTOR TCB.

In the context of WP5, D4.1 provides an initial analysis on the type of trust propositions and trust-aware

abstractions that must be evaluated at the orchestration layer to enable trust-aware Traffic Engineering

(TE) policy specification. Based on the trust relationships and evaluation mechanisms developed as well

as the optimization strategies that combine network-level metrics and trust assessments, WP5 is able to

derive accurate TE policies and enforce them through its different probes in the network. This interaction

ensures that orchestration decisions are grounded in formally defined and continuously assessed trust

information.

WP4 provides WP6 with the architectural definition of the CASTOR TAF and the Optimization Engine as

integrated components within the overall framework. This connection enables the practical exploitation

of trust-aware routing and traffic engineering decisions, ensuring consistency between trust assessment,

optimization logic, and domain-level network operations.

In brief, this deliverable represents an initial milestone for CASTOR toward the establishment of an over-

arching trust assessment framework. Grounded in the principles of Zero Trust — i.e., where no implicit

trust is assumed and all decisions are derived from continuously collected trustworthiness evidence —

and supported by Subjective Logic as a formal reasoning framework for handling uncertainty and conflict-

ing information, this work consolidates the core architectural foundations of CASTOR. These foundations

enable the systematic characterization of trust relationships beyond individual entities, extending toward

path-level trust evaluation across federated domains, and directly supporting trust-aware traffic engineer-

ing decisions within complex and dynamic network environments.

1.3 Deliverable Structure

This document begins by establishing the conceptual foundations of the CASTOR Trust Assessment

Framework (TAF).Chapter 2 introduces and clarifies the terminology associated with the core components

and operational capabilities of the framework, followed by a presentation of the different trust assessment

modalities envisioned in CASTOR (see Chapter 3). These framework variants are outlined in terms of

their targeted functions, setting the stage for a structured and incremental realization of trust assessment
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mechanisms. Before delving into the technical details, Chapter 4 establishes a solid conceptual foun-

dation by formally defining Trust and Trustworthiness, elaborating on their nuances, and analysing the

shortcomings of traditional trust verification approaches and how CASTOR aims to address them.

Building upon these conceptual foundations, Chapter 5 then surveys existing approaches to trust man-

agement with a particular focus on probabilistic logics that are able to cope with uncertain and contra-

dicting evidence. Relevant state-of-the-art research is examined, highlighting strengths, limitations, and

open challenges especially in the context of network traffic engineering. Various trust reasoning and

decision logic approaches are discussed, culminating in a rationale for adopting Subjective Logic as the

primary reasoning framework, due to its ability to explicitly model uncertainty, incomplete knowledge, and

conflicting evidence commonly encountered in dynamic network environments.

The following two chapters address the architectural and methodological realization of the CASTOR TAF.

Chapter 6 identifies the trust relationships underpinning trust-aware traffic engineering policies at both

in-router and network levels, while Chapter 7 outlines the core functionalities of a TAF instance, paving

the way toward the functional specifications of standalone and federated trust assessment frameworks

in D4.2. This organization clearly distinguishes between local (in-router) and global (orchestration-level)

trust evaluations.

While previous chapters focus on the evidence-based evaluation of the Actual Trustworthiness Level,

Chapter 8 presents the need for a risk-aware Required Trustworthiness Level methodology that will allow

a relying entity to make informed decisions on where a network entity can be considered trusted for

a given context and scope. The chapter continues by introducing approaches on how a thorough and

continuous risk assessment process can contribute to the derivation of accurate RTL values that can be

used to form the overall Trust Policy that will guide and dictate the Trust Engineering process throughout

the operational lifecycle of the network topology.

Chapter 9 introduces the problem of trust-aware traffic engineering as a multi-objective optimization prob-

lem. Starting from the establishment of a common vocabulary this chapter formulates the optimization

problem by integrating network and trust attributes into a unified problem that can provide important rec-

ommendations for deriving the appropriate traffic engineering policies in the forwarding plane. A concise

state-of-the-art analysis of exact and heuristic optimization methodologies is presented, covering both

classical and emerging approaches applicable to multi-objective optimization in the routing domain. Col-

lectively, this chapter provides the foundation for specifying the functional requirements of the CASTOR

optimization engine and directly informs its design choices and implementation roadmap in D4.2.

Finally, Chapter 10 presents the engineering stories that capture the main challenges and requirements

related to the overall Risk and Trust Engineering process as well as the Optimization Engine. The Engi-

neering Stories shed light into critical aspects of each artefact, unlocking their detailed functional specifi-

cation in deliverable D4.2. Chapter 11 discusses the final remarks and conclusions of this deliverable.

CASTOR D4.1 Public Page 5 of 94



D4.1 - Architectural Specification of CASTOR

Continuum-Wide Trust Assessment Framework

Chapter 2

Trust Management Terms And Definitions

This chapter defines the terminology used within the context of trust management and the wider Trust

Assessment Framework (TAF) of CASTOR itself. It is intended that this chapter can be used as a single

point-of-reference for the reader to better understand the various concepts and terminologies of trust

assessment discussed throughout the project.

ATL (Actual Trustworthiness Level) An Actual Trustworthiness Level (ATL) is the quantifiable result

of a specific evaluation of an atomic or composite trust proposition within the scope specified by

the Trustworthiness Level Expression Engine (TLEE). The resultant ATL can be interpreted as the

extent to which a given node, link, path or data can be considered trustworthy based on the available

evidence.

ATO (Atomic Trust Opinion) An Atomic Trust Opinion (ATO) is the specific subjective logic opinion

formed by the Trust Source Manager (TSM) in relation to a Trust Source (TS) (based on available

trustworthiness evidence), in the context of a specific trust relationship.

Atomic Trust Proposition An atomic trust proposition is a specific, atomic (i.e. cannot be further broken

down into sub-propositions) logic statement about an entity for whom trust is to be assessed. An

Atomic Trust Opinion (ATO) is subsequently formed in relation to a given atomic trust proposition.

Composite Trust Proposition A composite trust proposition is the logical combination of two or more

atomic trust propositions, allowing for reasoning about the trustworthiness of higher-level and more

abstract concepts. Composite trust propositions can be broken down into their atomic counter-

parts to allow for the aggregation of individual Atomic Trust Opinions (ATOs) into a singular opinion

capturing the trustworthiness of the entire composite proposition.

Data-Centric Trust Data-centric trust refers to a trust assessment in the context of a data-centric trust

relationship. In such a scenario, the trustor is a node (such as a router), and the trustee is the data

itself.

Discounting Discounting is a component of Subjective Logic (SL) that accommodates the modulation

of trust opinions with respect to the perceived opinion of the reporting entity. For example, a Global

TAF can discount an opinion received from a Local TAF agent based on its own opinion of the Local

TAF’s ability to generate trust opinions in a reliable and trustworthy manner.

Federated Trust Assessment Federated Trust Assessment is a core contribution of the CASTOR frame-

work. This modality supports two core functionalities. Firstly, a TAF is able to make trust assess-

ments based on evidence and opinions it has received from neighbouring nodes. This is a step

up from the standalone modality, where a Local TAF can only assess integrity based on locally
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collected evidence. The benefit here is that through the use of Subjective Logic (SL), multiple

trust opinions and evidence can be discounted and fused to form a single consolidated opinion

representing trustworthiness. Secondly, building on from this point, a TAF is able to make trust

assessments on entities to which it is indirectly linked. This process, known as referral trust, allows

the Global TAF to form a more complete picture of the overall network by establishing opinions on

newly onboarded entities (to which it does not yet have a direct link) by relying on (and discounting)

opinions from Local TAFs to which the new node is directly linked.

Fusion Fusion is a component of Subjective Logic (SL) that facilitates the combining of multiple trust

opinions that relate to a singular phenomenon of interest into a single trust opinion that appropriately

weights all constituent opinions. This is useful when, for example, combining the opinions of multiple

Local TAF agents at the Global TAF level to evaluate a trust proposition. Various fusion operators

exist, such as Cumulative Fusion, Epistemic Fusion and Consensus Fusion.

Link-Level Trust Link-level trust refers to the extent to which a link (i.e. network channel) between two

nodes can be considered trustworthy. Evidence in this context may relate to both the nodes present

in the given link, as well as evidence directly relating to the link itself, such as available bandwidth.

Logical Connectives Logical connectives are the operators used to aggregate operands (which, in the

context of CASTOR, refer to trust propositions). Examples of connectives include conjunction

(AND) and disjunction (OR), and are used by the TAF to aggregate trust propositions into higher

abstractions such as link and path-level trust propositions. Importantly, these composite trust propo-

sitions can subsequently be decomposed by the Trustworthiness Level Expression Engine (TLEE)

using a decomposition function, enabling the fusion of individual Actual Trustworthiness Levels

(ALTs) through Subjective Logic (SL).

Node-Centric Trust Node-centric trust refers to a trust assessment in the context of a node-centric trust

relationship. In such a scenario, both the trustor and trustee are a node (such as a router).

Node-Level Trust Node-level trust is the concept of trustworthiness at the level of an individual node,

such as a specific router. In other words, this term is in relation to the extent at which a single

node can be considered trustworthy, and is based on node-level propositions such as secure boot

attestations.

Path-Level Trust Path-level trust refers to the extent at which an entire path throughout the network,

from point of ingress to point of egress, can be considered trustworthy. It is formed through the

logical composition of link and path-level trust propositions relating to entities participating within

the link.

Referral Trust Referral trust is an indirect trust relationship between two trust objects. The trustor can

evaluate the trustworthiness of the trustee by evaluating the opinions of one or more intermediate

nodes that form the indirect link between the two nodes in question. It is important that referral

trust opinions are discounted by the evaluating entity, based on the perceived credibility of the

intermediary nodes.

RTL (Required Trust Level) The Required Trustworthiness Level (RTL) is the level of trustworthiness

that a given application considers acceptable in order to consider the node or data in question to

be trustworthy, such that it can be relied upon at runtime.

Standalone Trust Assessment Stadalone Trust Assessment refers to the idea of a single Local TAF

agent forming opinions on trust opinions by evaluating evidence that it has collected locally. This

modality is limited to evaluating integrity in order to reduce bottlenecks, and creates the foundation

upon which Federated Trust Assessment is built.
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TA (Trust Assessment) Trust Assessment (TA) is the collective concept of trustworthiness level evalua-

tion and decision making performed within the Trust Assessment Framework (TAF).

TAF (Trust Assessment Framework) The CASTOR Trust Assessment Framework (TAF) is a software

framework that is able to evaluate trust sources and trustworthiness evidence in the context of a

given trust model to derive an Actual Trust Level (ATL). This ATL can subsequently be used by the

Trust Decision Engine (TDE) in conjunction with an associated Required Trust Level (RTL) in order

to calculate actionable trust decisions to facilitate network operation.

TDE (Trust Decision Engine) The Trust Decision Engine (TDE) performs the final steps of a trustwor-

thiness evaluation before the output of a trust assessment is delivered. The output can either be

in the form of an Actual Trust Level (ATL) (as calculated by the Trustworthiness Level Expression

Engine (TLEE)) or a trust decision.

TLEE (Trustworthiness Level Expression Engine The Trustworthiness Level Expression Engine (TLEE)

is a core component of the TAF that is tasked with calculating the trustworthiness of a given atomic

or composite trust proposition within the context of the specified trust model. The TLEE operates

on subjective logic to form an Actual Trust Level (ATL) based on Atomic Trust Opinions (ATO)s from

the Trust Source Manager (TSM).

TM (Trust Model) A Trust Model (TM) is a graph-based model built upon a system model representing

all components and data needed to perform a certain function. Components either create, transmit,

process, relay or receive the data used as input to the function. Vertices in a TM correspond

to Trust Objects (TOs), and edges correspond to trust relationships between pairs of TOs. The

TM also includes a list of Trust Sources (TSs) used to quantify trust relationships by providing

Atomic Trust Opinions (ATOs). The TM is the main input to the Trust Model Manager (TMM) and

Trustworthiness Level Expression Engine (TLEE). As trust is a directional relationship between

two TOs and is always in relation to a concrete property or scope, then the TM can encompass

multiple trust relationships between the same two TOs depending on different properties of the

trust relationship or its scope.

TMM (Trust Model Manager) The Trust Model Manager (TMM) stores the Trust Models (TMs) and makes

them available to components of the TAF that require them, such as the Trustworthiness Level Ex-

pression Engine (TLEE).

Trust Trust represents a decision (or disposition) by a trustor to place, or withhold, trust to a specific

trustee. If a trustor decides to trust a given trustee, the trustor believes that, with high confidence,

the trustee will fulfil the trustor’s expectations. Trust is a property of the trustor.

Trust Object A trust object represents an entity that either assesses trust (of another entity or data), or

for which trust is to be assessed, and is represented in a trust model as a vertex.

Trust Policy The Trust Policy, defined by the network operator, is a set of guarantees that ensures the

infrastructure layer adheres to the Security Service Level Agreements (SSLAs). It merges the

Required Trustworthiness Level (RTL), evidence types to be collected, and relevant Trust Models

(TMs) that ultimately inform the trust assessment process. Different trust policies are specified

based on the type of node (i.e. router) and operational phase (i.e. onboarding or runtime), and

they are distributed via the CASTOR Distributed Ledger Technology (DLT) to ensure appropriate

configuration during the runtime phase.

Trust Relationship A trust relationship represents a directional relationship between two trust objects,

where the ”trustor” is assessing the trustworthiness of the ”trustee”. A trust relationship is always

directional and in relation to a specific trust property and scope, and is represented in a trust model

as an edge.
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Trustee A trustee is an entity in the trust model that aims to fulfil the expectation of another entity (the

trustor).

Trustor A trustor is an entity in the trust model that has a certain requirement, and an expectation that

this requirement will be fulfilled by another entity (the trustee).

Trustworthiness Given the knowledge that a trustor trusts a trustee, it can be said that the trustor

believes the trustee to have the property of trustworthiness. Trustworthiness is a property of the

trustee.

TS (Trust Source) A trust source (TS) manages trustworthiness evidence inside the TAF. It can quantify

the trustworthiness of a trustee based on this evidence in the form of an atomic trust opinion (ATO)

when requested by the Trust Assessment Framework (TAF).

TSM (Trust Source Manager) The Trust Source Manager (TSM) handles all available Trust Sources

(TSs) inside the Trust Assessment Framework (TAF). It can also establish new TSs dynamically

through a plugin interface.
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Chapter 3

Trust Assessment Modalities

The CASTOR architecture aims to redefine trust assessment by defining trust as a continuous and quan-

tifiable property. To accommodate trust assessment within the vast and heterogeneous Compute Contin-

uum (CC), CASTOR implements two trust assessment modalities, namely standalone trust assessment

and federated trust assessment.

In short, the standalone trust assessment modality is concerned with local trust assessment, performed

exclusively at the level of the Local TAF, in relation to evidence collected by the Local TAF agent itself

(note that the sources of evidence may be external to the Local TAF, however) and only in relation to

integrity. No other Local TAF, nor the Global TAF itself, will be used in conjunction with the Local TAF

performing a trust evaluation in this modality. This approach allows for faster and less safety-critical

trust evaluations to be completed without the overhead and potential bottlenecks of relying on the wider

system. The federated trust assessment modality, on the other hand, extends upon the functionality

of the standalone modality by incorporating additional Local TAFs, and the Global TAF, to make more

accurate trust assessments in relation to higher-level phenomenon and additional trust properties (such

as availability) that involve more than one TAF, as well as allowing for indirect trust relationships between

participating entities (known as referral trust).

3.1 Standalone Trust Assessment

The standalone trust assessment modality is entirely focused on the operation of the Local TAF agent,

operating at the level of a node in the network such as a router. The primary focus of standalone trust as-

sessment is the self-assessment and trustworthiness quantification of integrity-related trust propositions,

all performed locally to the TAF in question. There is one exception to this rule, in the case where the

Global TAF operates on direct evidence from a router, that has not been assessed by a Local TAF. This

is discussed in Section 3.1.3, and visualised in Section 6.1.1.

3.1.1 Optimisations

The standalone trust assessment modality is realised through the necessity of extreme computational

efficiency in the domain of highly resource-constrainted network devices such as routers. To ensure fast

and robust trust assessment during runtime without imposing perceptible delay in the wider system, the

Local TAF implements several optimisations that minimise its scope and overhead without compromising

its ability to perform local trust assessments. For example, trust assessment in this modality is restricted

to integrity-based trust assessments, and avoids heavy use of complex subjective logic operators such

as fusion and discounting. These processes are generally reserved for the federated trust assessment

modality, discussed in Section 3.2. This architectural separation reduces the computational overhead on
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the Local TAF and affords low-latency input to the wider federated trust assessment model and overall

network environment.

This trust assessment modality solely operates on static (e.g. configuration) and dynamic (e.g. runtime

behaviour) properties of the node. The Local TAF’s purpose is the continuous assessment of trustworthi-

ness relating to the specific device on which it is running, and its execution is within a Trusted Execution

Environment (TEE).

The Local TAF exclusively evaluates on evidence collected locally, forming atomic trust propositions that

it can subsequently evaluate in the form of trust opinions. In particular, the internal architecture of the

device is treated as a single agent system model, reducing the complexity of the related trust model that

must be stored and used at the local level. A simple key-value database maps each trust relationship

between its corresponding atomic trust proposition and analyst node (i.e. the Local TAF agent itself).

In short, this decision reduces overloading on resource-constrained devices (such as routers) through

the use of less complex trust models and by minimising the requirement of computationally expensive

subjective logic operators.

As previously stated, trustworthiness is only assessed in this modality in the context of the integrity trust

property. Several other properties of trust are considered, namely confidentiality, availability and robust-

ness, but these properties are assessed in conjunction with integrity in the federated trust assessment

modality. This decision again reduces computational overhead at the local level and prevents the Local

TAF agent from becoming a bottleneck to the wider system.

3.1.2 Core Operations

As discussed in the previous sections, the core functionality within the standalone trust assessment

modality is designed with efficiency and reduced computational overhead in mind given the resource-

constrained environment in which it must run. The scope of operation focuses on transforming locally

collected evidence into quantifiable trust opinions concerning the given node’s integrity. This process gen-

erally involves three main steps: evidence collection, opinion quantification, and local evaluation against

the enforced trust policy.

Evidence collection. The Local TAF communicates with its own local trust sources (which may be in the

form of e.g. attestation reports) that provide the evidence for which the trust assessment is to be based.

This evidence typically pertains to information such as configuration and behavioural runtime traces. The

Trust Policy defines the exact types of evidence to be collected for a given trust assessment and ensures

that the focus is exclusively on evidence relevant to the required guarantees.

Primary trust sources within this context include the core attestation components relating to platform

state, such as secure boot and configuration measurements, as well as the Finite State Machine (FSM)

agent (running within the router’s Trust Network Device Extensions (TNDEs)), which reports evidence

relating to any observed misbehaviour of the reporting node (for example protocol violations or abnormal

runtime operation).

Opinion quantification. The Local TAF quantifies trust opinions strictly for atomic trust propositions

based directly on the locally collected evidence. Crucially, these trust propositions cannot be broken

down into more granular sub-propositions, and map directly what can be observed. An example of such

a proposition could be that “Secure Boot for this router stands”, evaluating to true or false.

It is based on this supporting evidence that an atomic trust opinion is formed regarding the specific trust

proposition. Overall, this quantification process results in an Actual Trustworthiness Level (ATL) that can

be compared to the Required Trustworthiness Level (RTL) specified by the trust policy, or forwarded to

the Global TAF in the case of the federated trust assessment modality.

Local evaluation. This step involves the evaluation of locally-derived ATLs against the RTL constraints
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enforced via the Trust Policy. This comparison allows the Local TAF to derive an actionable trust decision

about the trustworthiness of the router itself in regards to its integrity.

3.1.3 Global TAF Standalone Trust Assessment

Up to this point, the standalone trust assessment modality has only been discussed within the context

of simpler, local trust assessments performed entirely at the node level. However, as previously stated,

there is an exception to this behaviour. This is shown in the case where a Global TAF is acting as the

direct assessor for some device-level trust property beyond that of integrity, evaluating raw evidence (such

as CPU utlisation data) securely provided through the Trust Network Device Interface Security Protocol

(TNDI-SP) channel (an example of which is illustrated in Section 6.1.4).

This allows the handling of device-level properties that a Local TAF may not be equipped to evaluate,

and circumvents the need for the wider system to wait for the Local TAF to perform a trust assessment in

time-critical scenarios. The Global TAF will, however, have to discount the evidence received based on its

opinion of the TNDI-SP channel to form an accurate trust opinion. The discounting process is discussed

in more detail in Section 3.2 and Chapter 6. It is important to note that in this scenario, all evidence and

opinion quantification is performed at the level of the Global TAF rather than the Local TAF, establishing

direct trust relationships between the Global and Local TAF despite the fact that the trust assessment was

not performed locally. This still falls within the remit of the standalone TAF, as only a single TAF (in this

case, the Global TAF) was involved in the evaluation process, without sharing (or receiving) information

with other TAFs in the network, and is visualised in Section 6.1.4.

3.2 Federated Trust Assessment

As discussed in the previous section, CASTOR also implements a federated trust assessment modal-

ity facilitating more comprehensive trust assessments that make use of additional sources of evidence,

multiple TAFs (i.e. an arbitrary number of Local TAFs and the Global TAF) and encompass additional

properties of trust such as availability and robustness. Put simply, the federated trust assessment modal-

ity expands upon the capabilities of the standalone modality by allowing for the exchange of information

between individual TAFs, incorporating subjective logic in order to fuse and discount multiple trust opin-

ions into a single opinion that accurately represents the trustworthiness of a proposition.

In the standalone modality, we focus primarily on the scenario in which a given Local TAF performs the

entire trust assessment process locally. In other words, evidence was collected and quantified, trust

opinions were derived, and a resulting evaluation (i.e. formation of a trust decision) was performed

entirely locally to the node running the TAF. In the federated modality, however, most of the processing

is performed on the Global TAF after having received information from participating nodes in the trust

assessment process. This distinction introduces the concept of uncertainty, i.e. an inherent need to

modulate received information (opinions and evidence) based on the credibility of the source node.

Subjective logic is used extensively to handle this uncertainty. This functionality allows a Global TAF to

fuse multiple opinions received concerning a trust proposition into a single, verifiable opinion whose input

opinions have been appropriately discounted based on the Global TAF’s prior opinion on the reporting

node itself. The choice of both an appropriate fusion and discounting operator is non-trivial and depends

on factors such as the quality of received evidence, as well as the desired treatment of overlap and/or con-

tradictions in evidence. Examples of these scenarios are illustrated in Sections 6.1.2, 6.1.3, 6.1.5, 6.1.6

and 6.1.7. A case study that illustrates the challenges of federated trust assessment is illustrated in Sec-

tion 4.3. In addition, the processes of fusion and discounting are presented in more detail in Section 5.4.
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Chapter 4

General Concepts of Trust and

Trustworthiness

This chapter formally introduces and defines the concepts of Trust and Trustworthiness that are briefly

detailed in Chapter 2. Section 4.1 defines trust and trustworthiness in the context of trustors and trustees,

as well as expands on their nuances. Section 4.2 identifies challenges faced in more traditional trust

verification systems and details how CASTOR aims to address these challenges.

4.1 Trust, Trustworthiness and Other Related Terminology

The core concepts of trust and trustworthiness directly relate to (and are properties of) a trustor and

a trustee. A trustor is an entity in the network, such as a router, that has a certain requirement and

expectation that this requirement will be fulfilled by some other entity. For example, an expectation may

be that a neighbouring node will share information in a timely manner with full integrity. In contrast, the

trustee is the entity that aims to fulfil the expectation of the trustor.

As a more concrete example, consider the scenario within the context of the Trusted Path Routing

paradigm, where two routers (Router A and B) aim to establish a secure link between them. In this

scenario, Router A is the trustor, and may expect Router B (the trustee) to forward packets confidentially

and with integrity, all within an acceptable time-frame (i.e. with availability and low latency).

Now that the concepts of trustor and trustee have been established, we delve further into trust and

trustworthiness, two fundamental aspects of Trusted Path Routing that are integral to the CASTOR Trust

Assessment Framework (TAF).

Figure 4.1: A bi-directional trust relationship between two entities. Router A, the trustor, expects Router

B, the trustee, to forward packets with confidentiality and integrity.
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Trustworthiness. Trustworthiness is defined as the likelihood of a trustee to fulfil a trustor’s expectations

in a given context.

Trust. Trust is defined as a decision (or disposition) by a trustor to place, or withhold, trust to a specific

trustee. If a trustor decides to trust a trustee, the trustor believes that – with high confidence – the trustee

will fulfil the trustor’s expectations. Alternatively, given the knowledge that a trustor trusts a trustee, it can

be said that “the trustor trusts the trustee” is equivalent to the fact that “the trustor believes the trustee to

have the property of trustworthiness (in the given context)”.

Whereas trust is a property of the trustor, trustworthiness characterises the trustee. Trustworthiness

itself quantifies the trustee’s capacity in fulfilling the expectations of the trustor. The trustor must appro-

priately evaluate the level of trustworthiness of a trustee such that it can be balanced with the trustor’s

expectations to ensure trust is truly warranted.

Furthermore, the degree to which a trustee can be considered trustworthy is based on both their ability to

meet the expectations of the trustor and the extent to which their capabilities are aligned with the trustor’s

goal. Trustworthiness is confined to a specific context, i.e. a trustee is only expected to fulfil the goal

of a trustor given a set of restrictions and/or circumstances. In other words, a trustee’s trustworthiness

is evaluated in relation to the specific trustworthiness assessment process, and the outcome does not

influence any other trust assessment in which the trustee may be participating. A specific trustworthiness

assessment is isolated, and as an example, if a trustee fails to meet the requirements of a trustor in one

particular instance, that is not to say that another trustor cannot deem the same trustee to be trustworthy

in another context. After all, trust verification is subjective.

The expectation of a trustor can relate to data or to the behaviour of the trustee itself. For example, there

may be an expectation of data integrity (i.e. the data has not been modified during transit), but there may

also be an expectation relating to the functionality of the trustee itself (i.e. the entity, such as a router,

must be forwarding information confidentially, consistently and within a specified time-frame).

The collection and quantification of evidence provides the trustor with the ability to assess the likelihood

with which a trustee is able to fulfil its request. More generally, this process known as trust verification,

directly influences the trust decision-making process. Evidence can exist in several forms, for example:

• Proof of the trustee’s past behaviour, ideally in the same (or a similar) context to that of the current

task,

• Independent assessments made by other entities regarding the trustee’s ability to achieve the cur-

rent task,

• Information on regulatory constraints that may allow or prohibit the trustee from completing the

current task.

4.2 General Challenges of Trust Assessment

In the more traditional paradigm, which incorporates a one-time and binary trust model, trust is granted

or denied at the point of ingress. This perimeter-based approach provides minimal to no consideration of

the dynamic nature of complex network environments [29]. In the following section, we detail some of the

general limitations and challenges in the domain of trust assessment, as well as how CASTOR aims to

address these challenges.
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4.2.1 Continuous, Non-Binary Trust Verification

The challenge of moving beyond a one-time binary trust model is at the heart of the design of the CAS-

TOR TAF. In more traditional approaches, an entity is simply labelled as “trusted” or “untrusted” during

onboarding. There are several limitations with this design. Perhaps most notably, an entity only has to

convince the network operator that they are trustworthy during the onboarding phase. Although this may

be sufficient for entities joining the network in good faith, it does not consider the long-term behaviour of

the entity.

For multiple reasons, an entity that has previously enrolled in the network can begin acting in ways that

would be considered suspicious or even unacceptable. The most obvious case is that of a determined

attacker who, after gaining access to the network, begins to act maliciously, similar to the concept of an

advanced persistent threat (APT) [2]. However, even entities acting in good faith may unintetionally exhibit

unwanted behaviour on the network. Hardware, both in terms of participating devices and network infras-

tructure, degrades over time. This can lead to reduced bandwidth, increased latency, and concerns about

availability, along with increasing the potential attack surface by inadvertently introducing vulnerabilities

to the overall system. All of the above impact an entity’s trustworthiness by introducing more uncertainty

into the system.

CASTOR seeks to address these limitations by continually assessing trust for all participating nodes, links

and paths over the lifetime of the network. A TAF agent must be able to recognise such a degradation in

operational performance and adjust its trust opinion appropriately, for example by increasing its level of

disbelief in a given trust proposition. Recall that belief, disbelief and uncertainty are belief mass values

and must sum to one. Therefore, increasing disbelief implies a reduction in belief, uncertainty or both.

This is exacerbated in the federated trust assessment modality, where a Local TAF must also maintain an

up-to-date opinion on its neighbouring nodes so that received opinions and evidence can be appropriately

discounted, discussed in more detail in Section 4.3.

Furthermore, the CASTOR architecture explicitly redefines trust from a binary concept to a continuous

and quantifiable process. The trustworthiness of entities participating in the network is evaluated along

a scale that is automatically and continuously updated in response to changing network conditions and

entity behaviour, more accurately reflecting the degree to which they can be trusted. This is realised

through the incorporation of subjective logic, allowing for the reasoning of evidence in the presence of

uncertainty to calculate trust opinions, rather than static one-time labels. Through the use of fusion and

discounting operators (discussed in more detail in Section 5.4), opinions derived by multiple TAFs can be

effectively aggregated, resulting in a more accurate assessment of a node’s behaviour over time based

on input from multiple participants in the network.

4.2.2 Evidence Quantification and Subjectivity

The complexity of trust assessment is compounded by the need to handle and evaluate diverse sources

of evidence that can be incomplete and often contradictory. Although evidence itself is objective, the

process of trust verification is subjective – different TAFs may interpret the same pieces of evidence

differently based on their own trust policies. This ultimately means that two trustors, given the same

piece of evidence, may produce different trust verification results (even to the extent that one trustor

deems the evidence as sufficient to grant trust, whereas another does not).

In addition, not all sources of evidence are equal, and may provide information in varying formats. This

makes the evidence quantification process complex, as despite the heterogeneity of evidence sources, a

TAF must be able to ultimately aggregate all collected evidence and form a single trust opinion. As such,

evidence quantification functions that convert raw data and evidence into formal trust metrics must be

used to appropriately map the available evidence to trust opinions. Furthermore, the quality and nature
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of available evidence (for example how much it contradicts or overlaps) directly informs which subjective

logic fusion operator to prioritise such that resulting trust opinions are not influenced incorrectly.

4.3 Challenges of Federated Trust Assessment

One of the primary contributions of the CASTOR project is the federated trust assessment modality that

allows for multiple TAF agents to interact and exchange information to perform accurate trustworthiness

assessments. This federated trust model consists of a single Global TAF and multiple Local TAFs that

can independently quantify evidence and form trust opinions that are ultimately aggregated at the global

level.

However, this modality introduces additional complexity. An opinion formed by one TAF cannot be as-

sumed to be perfectly accurate every time. For reasons previously discussed, nodes can degrade in

performance or even act maliciously, and therefore relying on their output verbatim may result in inaccu-

racies in the trust verification process. To mitigate this threat, the Global TAF must discount any opinions

and/or evidence received from other entities participating in the network. Discounting is a component of

subjective logic that allows an opinion to be modulated based on the perceived opinion of the reporting

entity. For example, if the Global TAF receives an opinion from a node that is known to be lacking in

terms of trustworthiness, then the opinion can be heavily discounted to lessen its impact. Conversely,

opinions received from highly-trusted nodes can be granted more weight and have a greater influence in

the overall resulting trust decision.

One practical application of this process is in the case where an onboarding node doesn’t have a path

established with the Global TAF yet. By relying on opinions received from neighbouring nodes of the newly

onboarded node, the Global TAF can discount and fuse them form an indirect trust relationship with the

newly onboarded node. Fusion is another component of subjective logic that allows independent opinions

concerning the same phenomenon to be effectively “averaged” into a single representative opinion. As

with the choice of discounting operator, the choice of fusion operator also plays an integral role in ensuring

accurate trust assessments. This scenario is discussed in more detail in Section 6.1.7 and 6.1.8. The

concepts of SL discounting and fusion are presented in detail in Section 5.4.

4.3.1 Case Study: A Simple Illustration of Federated Trust Assessment Flow

The following section presents a simple example of a network environment in which CASTOR is assess-

ing trust, as a vehicle to demonstrate the delicate nuances of federated trust assessment discussed in

Section 4.3. In Figure 4.2, we examine the trust engineering process taking place at the Global TAF

level on a subnetwork containing six separate routers, each with its own Local TAF agent. The figure

represents the overall flow, starting with the risk assessment and RTL derivation (discussed in detail in

Chapter 8), and moving to the overall trust assessment process (further discussed in Section 7.3.

The Risk Assessment Asset topology assigns a risk score to each available asset (e.g. router) in the

topology. This can be based on prior knowledge of known threats and vulnerabilities in each participating

asset on a per-router basis, or can be derived based on interdependencies and the potential for cas-

cading attacks between assets. The latter is highly dependent upon the asset’s positioning within the

topology. For example, u5 has four directly connected routers with a larger potential for compromise and

an increased risk score. Of course, the number of connections is not the only contributing factor; u2 also

has four connections but only a moderate risk. This is because the resultant risk score is derived based

on a combination of both individual and interdependency risk. In other words, in the example we con-

sider that the vendor-specific u2 asset has less critical vulnerabilities than u5. Similarly, u3 and u4 have

severe risk despite fewer connections, due to the higher individual risk. This step allows for the derivation

of the relevant trust policies that can subsequently be implemented in the Global TAF and Local TAF
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Figure 4.2: Running example - CASTOR TAF federation information flow

agents. Overall, this risk analysis heavily contributes to the derivation of the Trust Policy that each Local

TAF agent and the Global TAF shall run during runtime in order to accurately measure and evaluate the

trustworthiness for a desired context (i.e., trust property) and scope (i.e., evaluation at a node-, link-, or

path-level).

Based on the enforced Trust Policies across the infrastructure layer, the Local TAF agents are able to

interact with the in-router trust sources (all part of the CASTOR TNDE presented in D3.1 [7]), in order

to securely collect fresh trustworthiness evidence related to the target trust evaluations. In this step,

depending on the enforced Trust Policy, the Trust Sources may share their information directly to the

Global TAF or the Local TAF agents may run some trust calculations locally and then report their outcomes

to the Global TAF. As further detailed in Section 5.4, these reports may take the form of binomial (i.e. a

state space of two outcomes, such as “True” or “False”) or multinomial (i.e. a state space larger than two,

such as “Low”, “Medium” or “High”) opinions. At this stage, the Global TAF can quantify trust to ensure

that the requirements of the domain operator are met. Details on the high-level architecture of a TAF

instantiation are presented in Chapter 7.

The Trust Source Manager constitutes an integral part in the TAF’s evidence quantification process, as

it serves as the interface with supported Trust Sources in order to process incoming trustworthiness

evidence. In CASTOR, we focus on two primary in-router Trust Sources as illustrated in D3.1 [7]: the

Attestation Source that provides runtime guarantees on the configuration and software correctness of

critical network functions, and the Finite State Machine Source that moniotores the runtime operation of

the router and probides evidence on its behavioural correctness. Of course, as part of the TAF federation
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modality (explained in Chapter 3), the Trust Source Manager shall also process trust evaluations coming

from other TAF agents as illustrated in this example too. All these different types of trustworthiness

evidence allow a TAF instance to form normalised trust opinions and store them in the corresponding

trust relationships at the Trust Model Manager. These opinions can be, then, passed to the TLEE which

calculates the final ATLs for the end-to-end trust evaluations. These ATL values correspond to the final

trust score that the Global TAF assigns to different trust entities: network elements, links, paths or even

entire domains. As part of the service assurance mechanisms described in D5.1 [6], the final ATLs

produced by the Global TAF shall be mapped to the trust requirements of each service with respect

to its workload traffic. At the same time, the Global TAF invokes its Trust Decision Engine in order

to compare the derived ATL values with the corresponding RTL values that are provided in the Trust

Policy. This comparison allows the derivation of a trust decision with respect to the trustworthiness of an

entity for a given context. Consequently, the output of the Global TAF is twofold: the ATL value which

corresponds to the evidence-based estimation of the Global TAF on the trustworthiness of an entity, and

ii) the trust characterization/decision of an entity based on the associated RTL value. Both values are

used to populate the trust-related profile of each entity in the Topology Graph (as shown in Steps 3 and

4 of Figure 4.2. These trust evaluations represent the Global TAF’s perspective on the trustworthiness of

the underlying network topology, incorporating any available evidence, including Local TAF opinions. In

addition to trust-related information, the Topology Graph maintains a corresponding characterization of

each node and link in the network, as provided by the Network Service Orchestrator (The network labels

in the Topology Graph are intentionally shown in a smaller font, as this topic is discussed in D5.1 [6]).

The Topology Graph construction constitutes the core knowledge that allows us to address the challenge

of trust-aware traffic engineering provisioning. As discussed in Chapter 9, CASTOR treats this challenge

as a multi-objective optimization problem as the information within the Topology Graph enables the iden-

tification of traffic engineering strategies that are able to satisfy both network- and trust-related objectives

and constraints. An example inspired from the topology graph of Figure 4.2 could be that a service

provider requires from a network service orchestrator a forwarding path from S1 to D1 where we achieve

the maximum integrity while the path does not include a link with latency exceeding the tier ”Very Low”

(VL). Apart from the trust-related labels in the Topology Graph as a result of the trust decision outcome,

the Global TAF assigns ATL opinions on the graph. As further explained in the formulation of the general

problem in Section 9.2, the Optimization Engine may treat the ATLs as a metric that can be used for

maximizing a required trust-related objective. Consequently, depending on the number of trust-related

objectives and constraints for multiple trust propositions, the optimisation engine can opt to solve the

problem either through the use of hard restraints (such as “avoid paths with low integrity”), through state-

ments based on ATLs (such as ”select path with maximum link availability”), or a combination of both. In

principle, decision of whether to use the trust-related labels or scores from the Topology Graph is heavily

dependent on the path profile requirements (as mentioned in the established Service Level Agreement

(SLA).

As a final remark, it is worth noting that all trust evaluations are defined by the trust models, and their

semantics are uniform across different routing elements, independent of device vendor. For instance,

an ATL value of 0.5 must be interpreted consistently, regardless of the routing element to which it is

assigned. While this is straightforward within a single administrative domain, it introduces additional chal-

lenges when characterizing trust for end-to-end paths spanning multiple domains. These cross-domain

considerations, particularly regarding the interpretability of trust scores across different trust models, will

be addressed in the second release of the CASTOR Trust Assessment Framework.

CASTOR D4.1 Public Page 18 of 94



D4.1 - Architectural Specification of CASTOR

Continuum-Wide Trust Assessment Framework

Chapter 5

State-of-the-art in Trust Assessment

Methodologies

This chapter presents an analysis of the state-of-the-art in Trust Assessment. We start by outlining

various decision-making mechanisms as well as their strengths and weaknesses, before justifying CAS-

TOR’s convergence on Subjective Logic (SL) as the chosen mechanism. A detailed overview of SL is

then provided, covering concepts such as trust opinions, binomial and multinomial opinions, discounting

and fusion.

5.1 Requirements

CASTOR focuses on the dynamic evaluation of trust in complex and heterogeneous network environ-

ments and as such demands certain requirements that can be used both in determining the most appro-

priate decision logic mechanism and overall solution design.

Trust Assessment in Complex Networks

At the forefront, CASTOR operators in highly dynamic network environments with varying and often un-

predictable participants, where drastic changes in operational performance can change from one moment

to the next. CASTOR must be able to handle dynamic network conditions, whether they are caused by

malicious threat actors, user error (such as misconfiguration), or infrastructure degradation. Furthermore,

each agent in the topology must be capable of contributing towards the overall assessment of trust, and

as such, their various inputs must be carefully weighted and appropriately aggregated. To accurately

reflect trust, the system must be able to operate not only on fresh evidence but also take previous ev-

idence into consideration, as well as provide a metric for determining the freshness of information (the

value of which influences evidence weighting). The framework should operate across multiple domains,

each with bespoke network operators, path profile requirements and trust models, and be able to assess

trustworthiness at multiple levels of granularity, namely data-level, node-level, link-level, path-level and

domain-level.

Trust Assessment in the Presence of Uncertainty

Trust modelling inherently comes with a level of uncertainty. Evidence and information received are

often incomplete, disjointed and contradictory. This epistemic uncertainty leads to situations in which

determining an absolute truth is complex and nuanced. CASTOR must be able to quantify and reason

about the perceived level of uncertainty when performing trust assessments, using it to more accurately

evaluate trustworthiness and influence actionable trust decisions, rather than “averaging out” or simply

discarding any notion of uncertainty and/or ignorance. For example, if two routers are sharing highly

contradictory opinions to the Global TAF concerning a newly onboarded router, the Global TAF must be
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Figure 5.1: A simplified illustration of trust transitivity. Entity A does not have a direct relationship with

Entity C, but can receive a referral from Entity B (to which it does have a direct trust relationship). The

conceptual “transitive” relationship is shown as a dotted arrow.

able to systematically take both opinions into consideration, carefully fusing them (for example by using

an epistemic fusion operator that places priority on uncertainty to represent the disagreement) into a

single, accurate trust opinion. This resulting opinion may have high levels of uncertainty, signaling to the

network orchestrator that not enough information is available to safely route traffic through that particular

segment.

Probabilistic Trust Propositions

CASTOR must support expressive trust propositions that can be combined with logical connectives to

build higher levels of assertions representing the trust properties that are in scope for the project, such

as integrity and availability. In contrast, composite trust propositions must be able to be broken down into

their smallest constituent parts (referred to as atomic trust propositions) that can be evaluated indepen-

dently in order to accurately calculate trustworthiness levels. Supported trust propositions must not only

include binomial state spaces (i.e. propositions that evaluate to True or False), but also multinomial state

spaces. Multinomial trust propositions allow trust decisions to operate on more granular results (such as

whether integrity is evaluated as “low”, “medium”, “high” or “severe”).

Dynamic Support of Varying and Multi-Source Evidence

In CASTOR, we adhere to the theory of Zero Trust. In this modality, trust is never assumed and must

always be measured through evidence-based theory. As previously explained, evidence can be contra-

dictory and can be either static (e.g. attestation reports) or probabilistic (e.g. runtime behaviour). To cater

for this nature of evidence, probabilistic logic is needed to build trust relationships and systematically

measure trust. In the context of CASTOR, vRouters could be reconfigured to accommodate services

with stronger guarantees. For example, the risk assessment process dictates the number and type of

security controls that need to be enforced during runtime for trust characterisation. The risk assess-

ment process runs continuously, and topology or cyber-threat intelligence updates could lead to dynamic

reconsideration of the collected evidence, leading to updates in the Trust Policy.

Furthermore, in CASTOR Deliverable 3.1, a detailed threat model is captured that encompasses different

security properties and router behaviours of a TNDI. Each threat is tied to a set of raw traces (such as

syscalls) that are captured during runtime. Eventually, the TAF must be able to accommodate multiple

trust sources in order to facilitate an accurate and overarching trust evaluation of the routing plane.

Federated Trust Assessment, Fusion and Discounting

CASTOR operates in highly complex, multi-agent network environments where there is often no guaranty

that any two given entities have direct links between them. As such, it is crucial that the framework

supports a federated trust assessment modality; that is, one in which multiple TAF agents can work

together to provide evidence and trust opinions on their neighbouring nodes to help form the overarching

picture of trust throughout the topology, end-to-end. This demands several sub-requirements that must

be supported by the chosen decision logic mechanism.

Firstly, as defined in Chapter 4, a trust relationship exists between a trustor and a trustee. However,

CASTOR D4.1 Public Page 20 of 94



D4.1 - Architectural Specification of CASTOR

Continuum-Wide Trust Assessment Framework

and particularly in complex network environments, there is no guaranty that this relationship is direct

(i.e. that the evidence is passed directly from the trustee entity to the trustor entity). Therefore, the trust

assessment framework must accommodate indirect (transitive) trust between entities, allowing evidence

and opinions to pass through a chain of trust relationships. In the simplest of scenarios, entity A may not

have a direct relationship with entity C for which it is assessing trust. However, if entity B has a direct

trust relationship with entity A and entity C, entity B can pass its opinion on entity C to entity A directly,

enabling entity A to form a trust opinion on entity C. In this situation, trust discounting is crucial. This

scenario is illustrated in Figure 5.1.

Second, there must be a mechanism that supports the systematic aggregation of multiple trust opinions

that concern the same trust proposition. This concept, known as fusion, is critical in ensuring that no

information from any participating entity is unfairly discarded without consideration. Fusion allows for an

arbitrary number of opinions to be fused into a new single opinion that effectively encapsulates the opinion

of a new conceptual agent that represents all participating entities. Careful selection of an appropriate

fusion operator is necessary, largely dependent on how agreement and disagreement should be handled

(for example by prioritising uncertainty or by weighting opinions based on source trustworthiness).

Finally, an opinion that an agent receives from another agent should not be taken at face-value. Instead,

the opinion should be modulated with respect to the credibility of the reporting agent. This process,

formally referred to as discounting, is vital to mitigate the impact of low-quality or malicious referrals.

For example, if a node that is widely regarded as untrustworthy provides a referral, it can be heavily

discounted to ensure that it does not over-influence the overall trust evaluation. In a sense, this process

implicitly rewards “good behaviour” as information received from known trustworthy nodes will usually

have more of an influence in the trust assessment process.

Node vs. Data-Centric Trust

The trust assessment framework must be able to evaluate the trustworthiness of data as well as nodes.

Trustworthiness with respect to data can depend not only on the trustworthiness of the data itself but

also on the node that produced those data. Therefore, the semantics of both types of trust should be

understood, and it should be possible to combine them where necessary. As a result, in the event that

data is received from a node for which trust cannot be evaluated, it should still be possible to evaluate

the trustworthiness of the data. This decoupling ensures that data-centric trust can be evaluated without

relying on the supplying node.

Safe Operation under Time-Critical Restraints

The entire trust assessment process must be performed under strict time restraints and be fit-for-purpose

in real-time. This is exemplified in the various use cases specified in CASTOR Deliverable 2.1, for ex-

ample, the need to monitor airspace in Urban Air Mobility (UAM) environments and to facilitate rapid

response for First Responder Mobile Units. In these high-risk scenarios, it is vital that the low latency and

high integrity of communication is ensured in real-time, because it is often the case that lives may be at

risk and a system failure could be catastrophic.

5.2 Existing Decision Logic Mechanisms

The challenge of assessing trust in the context of Trusted Path Routing has been previously investigated

through various methodologies. This section explores some of these mechanisms of decision logic,

namely Probabilistic Logic, Fuzzy Logic, Bayesian Probability, Dempster-Shafer Theory and Subjective

Logic.
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5.2.1 Probabilistic Logic

Probabilistic logic is a mechanism that begins to bridge the gap between traditional logical structures that

are simply evaluated as true or false, with the probabilistic modelling of uncertainty [35]. Probabilistic

logic assigns likelihoods, along a scale of [0, 1], to propositions, allowing a system to cater for noise and

uncertainty with mathematical foundation. This distinction lends itself towards the modelling of trust in

network environments that, by their very nature, are noisy, dynamic and often working on incomplete

evidence.

However, probabilistic logic is not equipped to deal with the complexities of a real-life setting in this con-

text. For example, it is unclear how to systematically aggregate heterogeneous sources of evidence that

may be both partial and unreliable. In addition, probabilistic logic evaluation can become computationally

expensive in complex systems such as the network environments in which CASTOR operates.

5.2.2 Fuzzy Logic

Fuzzy logic is an alternative decision logic mechanism that is designed to model the gradation of real-

world phenomena that are not accurately conveyed by traditional Boolean logic. Rather than imposing a

strict threshold, fuzzy logic assigns propositions “degrees of truth”, on a scale of [0, 1], better encapsulat-

ing the inherent vagueness in concepts such as “high latency” or “moderate integrity”. After all, different

individuals may interpret these claims in different ways. This functionality improves applicability in obser-

vations that are continuous and have inherent uncertainty, and allows a system to capture more subtle

shifts in behaviour that a traditional Boolean classification may be overly or under-sensitive towards. Fur-

thermore, fuzzy logic can be more computationally lightweight than probabilistic logic, allowing for more

practical application [36].

In practice, fuzzy logic uses membership functions to encapsulate the extent to which an input belongs to

a certain category (i.e. where on the scale it belongs). The degrees of truth are combined through fuzzy

rules and aggregated to produce the final decision. However, it relies on manually-tuned rule sets to infer

category membership. These rules are subjective and difficult to establish. Traditionally, they are also

static and do not automatically adapt as the network environment evolves over time, leading to outdated

rules and potentially inaccurate trust assessments in the long term. However, advances in fuzzy logic,

such as adaptive fuzzy systems, incorporate learning procedures to update rule sets and membership

functions on the fly [40].

5.2.3 Bayesian Probability

Bayesian probability is capable of reasoning in the presence of uncertainty by treating probability as be-

lief. Belief is updated in response to received evidence using Bayes’ Theorem, resulting in probabilities

that account for prior knowledge as well as observed phenomenon [21]. A model defines probability dis-

tributions over variables, and a likelihood function is implemented that facilitates evidence quantification.

During inference, beliefs are dynamically updated as new observations are made. As such, Bayesian

probability is better-suited towards dynamic and volatile environments with ever-changing variables, such

as a complex network environment. In addition, it supports the fusion of information and provides a

probabilistic representation of confidence that can inform an overall decision making process. Bayes’

Theorem is shown below:

P (A|B) =
P (B|A) · P (A)

P (B)
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P (A) represents the prior probability of event A being true, and P (A|B) is the probability of A being true

given the probability of B being true. As new evidence arrives, probabilities concerning existing events

are updated and can subsequently be used as prior probabilities for subsequent calculations.

However, Bayesian models rely on manually-defined prior beliefs that represent confidence before new

evidence is received. This process is fundamentally important to the accuracy of the overall output,

but can be challenging to correctly configure. On top of this, Bayesian models can quickly become

computationally expensive limiting their ability to scale in large and dynamic environments. Furthermore,

the likelihood function must be defined properly to accurately reflect the environment in which the model

is running. These drawbacks are particularly evident in an adversarial setting, where an attacker may

attempt to manipulate the model in such a way as to mask their behaviour.

5.2.4 Dempster-Shafer Theory

Dempster-Shafer Theory (DST), developed by Dempster and Shafer [14, 44], extends the modelling of

uncertainty by assigning belief to a set of possible outcomes. It allows for the merging of independent

sets of beliefs in relation to evidence collected from independent agents. The degree of belief is referred

to as mass, represented as a belief function rather than a Bayesian probability distribution. Belief and

plausibility functions then capture the minimum and maximum support that evidence provides for a propo-

sition. Evidence obtained from multiple independent sources can also be fused using Dempster’s Rule

of Combination, which accounts for overlap and disagreement amongst sources. DST is used in a range

of fields that require decision making with fusion capabilities, such as pattern recognition and sensor

fusion [46].

The main components of DST are the basic belief assignment (mass), belief and plausibility. Let Θ =
{θi|i = 1, ..., n} denote the frame of discernment (the set of all possible hypotheses) for a given problem.

This frame contains n mutually exclusive and exhaustive hypotheses that describe the possible outcomes

of a state variable v. The power set 2Θ is the collection of all subsets of Θ.

A basic belief assignment (BBA) m on Θ (the belief mass function) maps each subset in 2Θ to a value in

[0, 1], subject to:

m(θ) = 0 and
∑

X⊆Θ

m(X) = 1

Each value m(X) denotes the level of support that the given evidence lends to the proposition X . When

m(θ) = 0, the mass function is referred to as normal. Any subset X ⊆ Θ with m(X) > 0 called as a focal

element.

From a BBA m, it is possible to derive the associated belief and plausibility measures, Bel and Pl, defined

for any X ⊆ Θ by:

Bel(X) =
∑

Y⊆X,Y ̸=θ

m(Y ) and Pl(X) =
∑

Y ∩X ̸=θ

m(Y )

Unlike more traditional probabilistic frameworks that assign mass to singleton hypotheses, DST can as-

sign belief to a set of hypotheses. This is useful in the case where the evidence is imprecise and/or

incomplete (as is often the case in complex and dynamic network environments). Given two BBAs ms1

and ms2 obtained from evidence sources s1 and s2 (which may have varying credibility, reliability and

completeness), they can be combined via Dempster’s rule of combination. For any X ⊆ Θ,

ms1⊕s2(X) =
1

1− k

∑

A∩B=X

ms1(A)ms2(B),
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where the conflict coefficient k is

k =
∑

A∩B=θ

ms1(A)ms2(B)

However, this combination is only well-defined when sources are not completely contradictory (i.e. k ̸=
1). The factor 1

1−k
is a normalising step that distributes the mass associated with conflicting evidence

amongst non-conflicting propositions, implicitly removing conflict from the overall result.

5.2.5 Subjective Logic

Subjective Logic (SL) is a probabilistic reasoning framework that extends upon the Dempster-Shafer

Theory that explicitly encapsulates belief, disbelief, uncertainty and an optional base rate as an opinion

quadruple [27, 26]. This opinion is of the form wx = (bx, dx, ux, ax) where:

• bx: The probability mass that x is true

• dx: The probability mass that x is false

• ux: Residual probability mass representing incomplete evidence

• ax: The probability that x is true independent of supporting evidence

The concept of representing incomplete evidence (ignorance) and fusing multiple independent sources of

evidence is inherited from the Dempster-Shafer Theory presented in Section 5.2.4, and the interpretation

of an opinion in the Bayesian perspective is achieved by mapping opinions into probability distributions.

The foundations of SL are expanded in Section 5.4.

5.3 A Comparison of Decision Logic Mechanisms

The core challenge within trust evaluation revolves around the concept of uncertainty, where any resulting

decision must be based on evidence that can weaken confidence in an evaluation. Compounding this

is at the very nature of an opinion itself; perceived truth is in relation to the evaluating agent, and not

necessarily representative of a general, objective truth. It is therefore vital that, in order to model observed

phenomena as accurately as possible, a formalism to express uncertainty must be adopted, as well as

the ability to assign ownership to individual opinions. Furthermore, the decision logic must explicitly

support multi-source evidence and opinion aggregation to cater for the multi-agent nature of the Compute

Continuum (CC).

As stated previously, probabilistic logic extends the binary truth to a scale of [0, 1], lending itself to sce-

narios where probabilities can be reliably estimated. However, the challenge in the kinds of scenarios

in which CASTOR operates is that evidence is often incomplete and therefore insufficient to facilitate

the assignment of confident single-value probabilities. Rather than providing a single value, it would be

more helpful to explicitly define how much uncertainty is associated with a given outcome. This limitation

points us towards a more advanced decision-making mechanism that can formalise the expression of

uncertainty.

On the other hand, fuzzy logic is better suited towards degrees of truth (“vagueness” around concepts,

such as “high integrity”, “acceptable availability”). However, in CASTOR, evidence is typically in relation to

whether or not a given trust proposition is true or false. In other words, evidence generally either supports,

or not, a claim (such as attestation reports and logs), rather than falling into a fuzzy logic category. In
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other words, whereas probability is focused on the likelihood that an event occurs or not, fuzzy logic is

instead focused on conceptualising the degree of truth of a claim. The nature of trust proposition state

spaces considered within CASTOR align more with the former, i.e. distinct, mutually exclusive categories

(such as being considered to have acceptable integrity or not, with no in-between). Therefore, fuzzy logic

is not enough to accommodate the requirements of the CASTOR framework.

Bayesian Probability is a step towards meeting the demands of the dynamic environment in which the

CASTOR framework runs in practice. Prior knowledge, as well as the dynamic updating of belief as

new evidence arrives, would in principle make it a good candidate for the trust evaluations envisioned in

CASTOR. However, it does not natively support the modelling of multiple independent agents evaluating

trust in relation to the same proposition. Furthermore, its mechanisms for fusion of trust opinions are not

straightforward, particularly in the case of contradicting and partial evidence.

Dempster-Shafer Theory (DST) is well-suited towards reasoning under the presence of uncertainty, as

well as for the fusion of multi-source evidence, and assigns belief masses to sets of possibilities. Fur-

thermore, DST accommodates associative, commutative and non-idempotent combination [28], lending

itself towards the combination of sources sequentially and in real-time. However, its reasoning capabili-

ties suffer under heavily-conflicting evidence [47], and doesn’t directly account for trust-transitivity which

is crucial when trust propagates across nodes, links and paths. In addition, it has been shown that the

order in which sources are aggregated can affect the result [16].

Decision

Logic

Mechanism

Handling

Uncertainty

Probabilistic

Truth

Values

Using

Past

Evidence

Subjective

Beliefs

Fusion in

Spite of

Conflict

Trust

Transitivity

Binary Logic ✗ ✗ ✗ ✗ ✗ ✗

Probabilistic

Logic

✓ ✓ ✗ ✗ ✗ ✗

Fuzzy Logic ✓ ✗ ✗ ✗ ✗ ✗

Bayesian

Probability

✓ ✓ ✓ ✗ ✗ ✗

Dempster-

Shafer The-

ory

✓ ✓ ✓ ✓ ✗ ✗

Subjective

Logic

✓ ✓ ✓ ✓ ✓ ✓

Table 5.1: A visual comparison of the different decision logic mechanisms considered for this project.

Table 5.1 provides a visual comparison of the decision logic mechanisms presented in the sections above.

These mechanisms are compared based on core requirements for the CASTOR framework. Firstly, it is

apparent that all mechanisms excluding binary logic are capable of dealing with uncertainty in various

capacities and through various means. Furthermore, only binary logic and fuzzy logic are incapable of

expressing probabilistic truth values. In binary logic, propositions are simply evaluated as true or false as

a single value, whereas fuzzy logic exhibits many-valued logic.

Only Bayesian probability, DST and SL are capable of incorporating past evidence. Bayesian logic im-

plements this through the use of prior probabilities. In DST, the BBA encodes everything accumulated

so far and can be updated to accommodate new evidence. In SL, new evidence is also considered, for

example, through cumulative fusion. Only DST and SL support subjective beliefs from multiple agents

concerning the same proposition; however, only SL is well-suited towards fusing these beliefs in the case

of highly-contradictory evidence. Also, as explained previously, DST does not model trust transitivity, an

explicit requirement of the CASTOR framework – it is often the case that, due to the complex trust net-

works commonly encountered in practice, trust is evaluated over indirect trust relationships (for example
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based on referrals from neighbouring nodes). Therefore, we conclude that SL is the most appropriate

decision-logic mechanism for trust assessment in the presence of uncertainty for the CASTOR project.

In the following section, we explore the concepts of SL in more detail.

5.4 Foundations of Subjective Logic

As stated previously, CASTOR takes steps towards treating trust as a continuous, context-aware value

that is formed upon collected evidence. Evidence can be incomplete or obtained from potentially un-

trusted sources and as such, there is inherent uncertainty in the overall assessment of trust. CASTOR

implements Subjective Logic (SL) as its foundation for reasoning over this evidence, as well as for cal-

culating and analysing Actual Trust Levels (ATLs) and Required Trust Levels (RTLs). SL is well-suited

towards decentralised systems, such as those in which CASTOR operates, where evidence is obtained

both locally and indirectly, in varying degrees of quality, scope and credibility.

SL is a probabilistic logic framework that expresses trust as an opinion, extending classical probability

by assigning a given proposition a level of belief (b), disbelief (d) and uncertainty (u), along with an

optional base rate (a) that represents belief independently of observed evidence [26]. In addition, SL

allows for reasoning over opinions obtained through multiple sources through fusion, effectively allowing

the aggregation of multiple opinions into a single representation based on the chosen fusion operator.

Furthermore, SL also supports discounting, enabling received opinions to be modulated with respect to

the credibility of the reporting entity, using a chosen discounting operator.

5.4.1 Subjective Logic Opinions

The foundation of SL is the concept of an opinion that encapsulates the amount of uncertainty around the

truth of a given trust proposition. As stated above, an opinion is made up of belief masses and uncertainty

mass and an optional base rate. A given TAF within CASTOR aggregates a diverse set of trust sources,

including secure boot metrics, attestation reports and neighbouring assessments. Rather than trivially

merging these opinions (for example by simply performing an average), CASTOR implements SL to

formalise the opinion fusion process in a way that takes into consideration the level of uncertainty around

a claim.

A trust proposition (for example: “Secure Boot for Router A stands”, or “The link between Router A and

Router B has integrity”) is encapsulated as a trust opinion of the form ω = (b, d, u, a), and in an example

scenario, one such opinion may be assigned values such as ω = (b = 0.3, d = 0.5, d = 0.2, a = 0.5).
This particular example can be interpreted as being biased towards disbelief with minimal uncertainty.

The crucial aspect of an opinion is that the core components, i.e. belief, disbelief and uncertainty, are

explicit and measurable.

The notation ωA
X is used to represent an opinion in SL. Here, X refers to the target variable (i.e. trust

proposition) for which the opinion applies, and A refers to the entity that holds that particular opinion. This

allows a TAF to maintain a clear and explicit trust opinion about a particular proposition within the trust

model. For example, ωR1
P1 denotes that Router 1 has the opinion ω in relation to trust proposition P1.

Described in more detail in Section 7.2.2, CASTOR maps evidence to the components of a SL opinion

using a quantification function. In general, an explicit trust proposition is mapped to belief, disbelief and

uncertainty probability masses using the available (and appropriately weighted) evidence.
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5.4.2 Binomial and Multinomial Opinions

Formally, an opinion expresses belief about a variable X from a given state space (domain) that repre-

sents all the possible states of X. The state space values are exclusive, meaning that only one state

value is possible at any time, and exhaustive, meaning that all possible state values are included in the

state space. A state space can be binary (with exactly two values) or n-ary, where n > 2. A binary state

space can be denoted as {x, x̄}, where x̄ is the negation of x. A multinomial state space, on the other

hand, can be denoted as {x1, x2, ..., xn} where n > 2.

In the context of CASTOR, a binary domain represents a trust proposition that can be evaluated as true or

false. For example, a binomial opinion formed in relation to the trust proposition “The link between Router

A and Router B has sufficient bandwidth” would evaluate to either true (i.e. the bandwidth is sufficient)

or false, therefore having a binomial state space. However, treating this instead as a multinomial opinion

would allow for more granular evaluation and a multinomial state space, instead evaluating to “High”,

“Medium” or “Low” to represent how much bandwidth is available.

A binary opinion is used in the case where there are two mutually exclusive outcomes (True or False),

and takes the form of the standard opinion ωx = (bx, dx, ux, ax) for the proposition x, under the following

constraints:

bx + dx + ux = 1

bx, dx, ux, ax ∈ [0, 1]

Assuming that a proposition x states that a router has secure boot enabled, the opinion ωsecureboot =
(0.7, 0.1, 0.2, 0.5) can be interpreted as:

• 70% belief that secure boot is enabled,

• 10% belief that secure boot is not enabled,

• 20% uncertainty,

• 50% base rate (i.e. expected probability in the absence of evidence).

This results in an expected probability of bx + axux, i.e. 0.7 + 0.5 × 0.2 = 0.8. This clearly maps to the

binary output of True/False, where secure boot is enabled (True) with 80% likelihood, and disabled (False)

with 20% likelihood.

Binomial opinions can be represented geometrically in a Subjective Logic triangle, shown in Figure 5.2,

with vertices corresponding to belief, disbelief and uncertainty. Any opinion ω = (b, d, u, a) can be repre-

sented as a point within this triangle, constrained by b+ d+ u = 1. The point within the triangle encodes

the relative probability masses assigned to each component of the opinion, and intuitively, closer prox-

imity to a vertex implies bias towards that component. Similarly, a central point within the triangle would

represent an opinion that is evenly balanced with evidence and ignorance.

One benefit of this representation is that uncertainty, belief and disbelief are visualised clearly, compared

to a classical probability value where all aspects are collapsed into a singular value. Another useful note

is that Required Trust Level (RTL) values can be represented within the same triangle as an area, which

can make it immediately obvious whether or not a specific ATL falls within acceptable criteria. An RTL

can be expressed as a constraint on either belief, disbelief, uncertainty, or any combination of the three,

that when plotted form a boundary on the triangle. Therefore, the more constraints that an RTL imposes,

the stricter the bound within an RTL area becomes. This is expanded upon and visualised in Chapter 8.
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Figure 5.2: The subjective logic triangle for a binomial opinion. An opinion ωx is shown within the triangle,

with its opinion components mapped to their respective belief, disbelief and uncertainty values.

A multinomial opinion is used when there are more than two possible outcomes, such as when the

goal is classification or state estimation. A multinomial opinion can instead be represented as ω =
({bx1, ..., bxn}, u, {ax1, ..., axn}) for the domain {x1, x2, ..., xn}, with the constraints:

k
∑

i=1

bxi + u = 1

k
∑

i=1

axi = 1

As a brief example, assume the domain {Low,Medium,High} is used for estimating available link band-

width. Then, the opinion ω = ({0.3, 0.4, 0.2}, 0.1, {0.5, 0.25, 0.25}) can be interpreted as:

• 30% belief that the link has high bandwidth,

• 40% belief that the link has medium bandwidth,

• 20% belief that the link has low bandwidth,

• 10% uncertainty,

• Base rate favours high bandwidth.

In this case, expected probability E is calculated as E(xi) = bxi + axiu. Therefore, the link is calculated

to have low bandwidth with probability 0.3 + 0.5 × 0.1 = 0.35, medium bandwidth with probability 0.4 +
0.25 × 0.1 = 0.425, and high bandwidth with probability 0.2 + 0.25 × 0.1 = 0.225. In this case, we have

moved beyond the simple binary output state space, in favour of a more expressive n-ary state space

(where in this particular example, n = 3).

The geometric representation presented above can also apply to multinomial opinions, with probability

masses distributed over more than two mutually exclusive outcomes. However, in this case an opinion

encompasses a higher-dimensional space. For a three-state (trinomial) opinion, it is sufficient to represent

the opinion within a tetrahedron as in Figure 5.3. However, as the state space grows, the opinion must

be represented within an ever-higher dimensional simplex, at which point the clean visual representation

begins to break down.
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Figure 5.3: A subjective logic tetrahedron for a trinomial opinion. An opinion ωx is shown within the figure,

its position reflecting the balance of belief, disbelief and uncertainty across three possible states. The

base vertices represent 100% belief in any of the three states (x1, x2 and x3), with the opposite side

representing 100% disbelief in that respective state. Uncertainty is measured based on distance from the

base.

A key factor to take into consideration is that the outcome of these decisions (as well as the decision

regarding the most appropriate type of state space for a given trust proposition) directly impacts the

accuracy of the evaluation of trust. Evidence-based trust quantification directly relies on the availability of

supporting evidence, the quality and quantity of which significantly impacts the modelling of uncertainty.

Therefore, appropriate state space definition and opinion modelling is crucial to ensure accurate trust

decisions are made, directly influencing CASTOR traffic optimisation and, subsequently, which traffic

engineering policies are enforced in the network.

5.4.3 Subjective Logic Discounting: Handling Shared Evidence and Opinions

In the case where a TAF receives reported trust assessments and evidence from its neighbours, it must

apply a discounting operator that adjusts the received information by an amount that represents how

much the receiving agent trusts the reporting agent. This is particularly prevalent in the federated trust

assessment modality, where the Global TAF frequently receives trust opinions and evidence from Local

TAF agents. This process helps to ensure that information received from less reliable sources is weak-

ened appropriately (usually by increasing the uncertainty component of the SL opinion), allowing referrals

from more credible sources to maintain a stronger influence over the decision-making process (implicitly

rewarding consistently “good” behaviour).

In other words, discounting facilitates reliable computation of transitive trust in a complex, distributed

environment. Formally, this process is captured through trust discounting, a fundamental component of

SL. When an entity A receives an opinion ωX
B regarding proposition X , and also holds an opinion ωB

A on

the trustworthiness of B, a discounted opinion ωX
A can be computed using a trust discounting operator,

such that:

ωX
A = ωB

A ⊗ ωX
B

where ⊗ represents a chosen discounting operator. Examples of how discounting is used within the

CASTOR framework are highlighted in Section 6.1.3, 6.1.4, 6.1.5, 6.1.6, 6.1.7 and 6.1.8.
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Figure 5.4: Opinions from multiple evidence sources (S) being fused into a single representative opinion.

5.4.4 Subjective Logic Fusion: Handling Evidence and Opinions from Multiple

Sources

The fusion of multiple trust opinions is one of the most powerful aspects of SL that enables the formal

“merging” of independently-derived trust opinions into a single view, taking into account the credibility of

the participating entities. Given two opinions, ωA
X and ωB

X , their fusion is represented by the opinion ωA⊙B
X ,

with ⊙ representing the chosen fusion operator. This new opinion effectively encapsulates the trust that

the conceptually combined agent, [A,B], would have in the trust proposition X [10]. In practice, any n

opinions can be fused.

This is most useful from the perspective of the Global TAF; if multiple Local TAF agents are reporting

on the trustworthiness of an onboarding node, an appropriate fusion operator allows the Global TAF to

derive a single opinion that better represents the overall truth of a proposition with all sources of evidence

(even those independent and indirectly related to the Global TAF itself) taken into consideration. However,

fusion is not limited to the Global TAF. A Local TAF may fuse trust evidence collected form diverse local

sources in relation to the same integrity-related trust proposition, such as secure boot attestations and

behavioural runtime analysis. The general process of fusion is illustrated in Figure 5.4. Here, multiple

sources of evidence S1, S2, ..., Sn form an opinion on the same proposition and a fusion operator ⊙ is

used to derive a single opinion.

Crucially, fusion requires the selection of an appropriate fusion operator. Fusion operators should not

be confused with traditional logical operators, such as conjunction and disjunction, as they are unique

to SL. Examples include Consensus Fusion, Averaging Fusion, Cumulative Fusion, Weighted Fusion

and Epistemic Fusion. The choice of appropriate fusion operator is context-dependent, based on the

nature of the evidence itself (and how agreement and disagreement should be handled) and the trust

property being assessed. Each reflects different assumptions regarding the relationship between sources

of evidence and the quality of evidence itself. Below, we detail some examples of fusion operators.

Consensus Fusion. Consensus fusion aggregates belief and uncertainty by reinforcing agreement
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amongst sources and redistributing conflict into increased levels of uncertainty. In other words, strong

disparity amongst evidence increases uncertainty rather than artificially averaging out disagreement or

incorrectly inflating belief. This methodology has the benefit of clearly modelling conflicting evidence,

manifesting as increased uncertainty in the presence of disagreement, making it well-suited towards

noisy environments. However, this strength can also contribute to a weakness; dynamic and volatile envi-

ronments can become oversaturated with uncertainty, weakening the overall decision-making capabilities

of the system. Consensus fusion should generally be used when disagreement is expected; it ensures

that conflict amongst evidence is appropriately considered and uncertainty is increased.

Averaging Fusion. Averaging fusion calculates a simple mean (average) opinion when all sources are

considered with equal weighting. The belief, disbelief, uncertainties and base rates are simply averaged

across each opinion, resulting in a much simpler and more “human-interpretable” fusion process. This

approach maintains stability in noisy environments, but its effectiveness is limited as the quality of ev-

idence is reduced. For example, a particularly extreme opinion (perhaps calculated in error) can have

heavy influence on the resulting averaged opinion. In addition, conflict is effectively “masked”, rather than

used to modulate trust in the resulting opinion. Furthermore, heavy disagreement amongst sources can

lead to an opinion that incorrectly conveys moderate confidence. Averaging fusion is often used when

sources of evidence are fairly consistent and when a simple model is preferred.

Cumulative Fusion. Cumulative fusion adjusts belief, disbelief and uncertainty probability mass as new

evidence accumulates over time, assuming that new opinions received represent new rather than com-

plementary evidence. This approach more accurately models evidence accumulation over time and can

lead to a reduction in uncertainty as more evidence accumulates. However, this approach is more suited

towards longitudinal analysis (i.e. measurements over time), making it less useful in cases where an im-

mediate opinion is required in the moment, without requiring future evidence. Cumulative fusion should

be used when subsequent opinions represent fresh, independent evidence that is collected over time

(such as through the analysis of telemetry and logs) with minimal duplication.

Weighted Fusion. Weighted fusion places emphasis on accounting for variability in source quality and

trustworthiness. Explicit weights are assigned to opinions (for example based on metadata or historical

observations). This allows for the effective incorporation of reputation based on past behaviour, and

lessens the impact of known low-quality and/or unreliable sources. However, weight estimation is non-

trivial and must be performed carefully to ensure accurate opinion formation and the avoidance of biased

results. Weighted fusion is suited towards scenarios in which sources heavily differ in their reliability and

trustworthiness in a way that is quantifiable.

Epistemic Fusion. Epistemic fusion places priority on the handling of uncertainty, opting to preserve

ignorance instead of artificially updating belief when available evidence is lacking. This helps to reduce

false confidence and lends itself towards more safety-critical decision-making, acknowledging its own

lack of knowledge rather than making a best effort in spite of it. However, this conservative approach can

make it more difficult to produce opinions with high confidence. Epistemic fusion should be used in the

case of sparse and incomplete evidence, when maintaining a view on uncertainty is preferred to forcing

a trust decision, for example, in the situation where a false positive (i.e. false confidence) would result in

a highly negatively-impacting outcome.
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Chapter 6

Trust Modelling in Traffic Engineering Policy

Provisioning

6.1 Trust Relationships

In this section, we present the various types of interaction that can occur in a given network topology

regarding the formation of trust opinions in relation to the Local TAF(s) and Global TAF. Each scenario

incrementally builds upon the previous, starting with the simple scenario of a Local TAF forming an opinion

over an atomic trust proposition based on evidence internal to that specific router and culminating in the

establishment of a trust opinion based on an entire path, composed of composite trust propositions.

6.1.1 Local TAF Trust Assessment of an Integrity-Related Atomic Trust Proposi-

tion

In the base scenario, the Local TAF of Router 1 is forming an opinion on specific aspects of the integrity of

the specific router. The breakdown of these aspects is intrinsically linked to the types of evidence available

for collection in the target environment. In general, the path profile catalogue offers certain requirements,

such as high integrity, and (whilst out of scope for this specific scenario), the Global TAF must collect

and form trust opinions relating to the chosen requirements from the Local TAF and fuse them using an

appropriate fusion operator to derive the final requirement. The network operator configures the TAFs

with respect to the chosen trust policy such that the relevant evidence is collected and the appropriate

opinions are formed in relation to the chosen requirements.

For this example, illustrated in Figure 6.1, the Local TAF is configured to collect evidence related to secure

boot. In practice, this atomic trust proposition states that “Secure boot in Router 1 stands”, evaluating

to True or False. At this stage in the CASTOR project, all trust propositions equate to a Boolean value,

however, the possibility of trust propositions evaluating to multiple outcomes (for example CPU utilisation

mapping to “high”, “medium” and “low”) remains open for future work. This would extend the ability of the

trust assessment framework by allowing more complex reasoning at the cost of increased overhead and

complexity from the perspective of subjective logic.

In general, the Local TAF of Router 1 calculates its own Actual Trust Level (ATL) with respect to its

integrity, based on direct evidence from internal trust sources, such as secure boot attestation (P1) and

is represented by opinion ωLTAF 1
P1 . This opinion is subsequently pushed to the Global TAF via a Trust

Network Device Interface Security Protocol (TNDI-SP) channel, a process that is discussed in more detail

Scenario 2, outlined in Section 6.1.2.
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Figure 6.1: Scenario 1 – The Local TAF performs a trust assessment over an atomic trust proposition

relating to secure boot.

6.1.2 Global TAF Discounting a Local TAF Opinion

Building on the previous scenario, the ATL derived by the Local TAF is pushed to the Global TAF via a

dedicated TNDI-SP channel that bridges the Infrastructure Layer and the Orchestration Layer, as shown

in Figure 6.2. Crucially, however, the ATL is not accepted as-is. The Global TAF instead discounts the

ATL based on its own trust opinion (ωG
LTAF 1) of Router 1’s Local TAF. This process, called “fusion”, is

a component of subjective logic, and an appropriate fusion operator must be used depending on the

given context (an operation that allows the combination of independent trust opinions around the same

proposition in the presence of uncertainty)1 to form a single, accurate and consolidated trust opinion from

the perspective of the global TAF agent.

This opinion encapsulates the capabilities and trustworthiness of the local TAF, with respect to providing

such evaluations from the perspective of the global TAF. This opinion itself is informed by additional

evidence provided by the Local TAF, such as proof of secure launch and correct configuration. This step

is crucial in ensuring that the final opinion that the Global TAF derives with respect to Router 1’s integrity

is adjusted based on the understood credibility of the reporting Local TAF.

In practice, the combination of Scenarios 1 and 2 depicts the overall, albeit simplified, flow of a Global TAF

performing a trust assessment in relation to an integrity-related trust proposition, the chosen requirement

offered by the path profile catalogue, based on evidence quantified at the Local TAF level. In general,

other evidence can be used if a different requirement is specified (such as availability). Indeed, it is

often the case that a combination of multiple trust propositions is required to satisfy a given requirement,

necessitating the use of composite trust propositions as opposed to those that are atomic. Scenario 3

expands upon the trust assessment of composite trust propositions.

1The choice of fusion operator depends on various factors such as the level of overlap and the amount of evidence as well

as the desired outcome given the context (such as prioritising agreement or disagreement).
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Figure 6.2: Scenario 2 – The Global TAF discounts an opinion received from the Local TAF.

6.1.3 From Atomic to Composite Propositions

In the previous scenarios, the trust propositions formed and evaluated by the Local and Global TAF were

strictly atomic. In other words, they could not be broken down into simpler sub-propositions, and they

directly map one-to-one to a single source of evidence. However, it is more accurate that the chosen

requirements, such as “High Integrity” will be composed of multiple sources of evidence and, therefore,

multiple trust propositions, illustrated in Figure 6.3. For example, P3 may state that Router 1 has high

integrity, which is formed by the composite proposition: “Secure boot holds on Router 1 AND runtime

integrity checks have passed”. Here, it is the responsibility of the Global TAF to receive and “aggregate”

independent atomic trust propositions into a single, consolidated trust proposition using logical expres-

sions such as AND and/or OR.

In this scenario, the requirement of “High Integrity” is understood to require evidence of both secure boot

attestation and runtime integrity checks. Therefore, we introduce a new atomic trust proposition, P2,

stating that “Router 1 runtime integrity checks have passed”. The evidence required to evaluate both P1

and P2 is collected by the Local TAF of Router 1, which forms ATLs for each independently. As before,
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Figure 6.3: Scenario 3 – The Global TAF aggregates a composite trust proposition based on two integrity-

related trust propositions from the Local TAF, ultimately forming a composite trust proposition in relation

to node integrity.

these propositions are then pushed to the Global TAF, which must again discount them based on its own

opinion on the capabilities of LTAF 1 to make such assessments. However, it is now the responsibility

of the Global TAF to aggregate each independent opinion into a consolidated view that more accurately

conveys whether Router 1 can be considered to have “High Integrity”, resulting in a new proposition, P3.

It is also important to note that the opinion ωG
LTAF 1 quantifies the trust of the Global TAF in the ability of

the Local TAF to make assessments in relation to integrity. However, if another trust property (such as

availability) was to be assessed in parallel, another trust relationship may be required representing the

trust of the Global TAF in the Local TAF to make assessments in relation to availability.

Not all evidence can be measured directly by the Local TAF. In such cases, the Global TAF has the

possibility to access trustworthiness evidence directly from Trust Network Device Extensions (TNDEs) by

leveraging dedicated TNDI-SP channels, allowing the Global TAF to quantify trust opinions directly . This

process is explored in Scenario 4.
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Figure 6.4: Scenario 4 – The Global TAF directly quantifies evidence received via the TNDI SP channel.

6.1.4 Global TAF Opinion Formation on Evidence from the Orchestrator

In this scenario, the Global TAF is forming an opinion on device-level properties that may not be fully

evaluated by the Local TAF, or for which the Global TAF requires direct and/or supplementary evidence.

In this case, the Global TAF can make use of established dedicated data channels via the TNDI-SP

to securely and efficiently collect trustworthiness evidence directly from TNDEs within a given router.

For reference, Figure 6.4 highlights this trust relationship in orange and also contains the Global TAF

discounting process of an atomic proposition from Scenario 2 (outlined in Section 6.1.2) so that both

workflows can be visually contrasted.

The crucial differentiating factor between this scenario with the previous scenarios is that here, evidence

quantification occurs at the Global TAF level rather than at the local level. In other words, evidence is

sent directly to the Global TAF via the TNDI-SP channel. However, the Global TAF must take into account

the telemetry collection capabilities of this channel, leading to further discounting based on the trust of

the Global TAF in the TNDI-SP channel itself. The Global TAF’s opinion on the TNDI-SP is derived from
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based on an Orchestrator component checking the state of the TNDE, granting use if the corresponding

policy is met.

In this scenario, we introduce P4 stating that “CPU utilisation levels do not exceed 50%”. This evidence

can be used to form an atomic trust proposition in relation to the Router 1’s availability (e.g. a guarantee

that the router does not exceed the chosen threshold of CPU utilisation). The orchestration layer is

responsible for configuring TNDEs to collect the relevant traces given the chosen requirements , through

the provision of Trust Policies which specify not only the trust models for the Local TAF agents, but also

aspects around the evidence-monitoring mechanisms (e.g. the tracing layer and trust sources). The

Global TAF can then discount this raw evidence based on its opinion of the TNDI-SP (ωG
TNDISP 1) and

subsequently form its own trust opinion on the proposition itself.

Note that no opinion is formed or stored within the Local TAF in relation to P4. This is to ensure that the

router software stack is not overloaded with excessive trust calculations. It also enables the orchestrator

layer to request evidence directly rather than waiting on the Local TAF agent to evaluate a router-level

proposition. This does, however, introduce a trade-off between distributing trust evaluations in a federated

TAF modality and resource consumption. Hence, in CASTOR, we provide this capability in the Trust Policy

specification. As an example, the approach that we will follow as part of the first version is to configure

the Local TAF agents to form local opinions on integrity-related propositions and all other evidence is sent

directly to the Global TAF for evaluation.

Raw evidence passes directly through the Local TAF and is sent straight to the Global TAF via the dedi-

cated TNDI-SP channel. However, the trustworthiness evidence constitutes direct observations that are

made by the Local TAF agent and its Trust Sources. Hence, from a modelling perspective, the corre-

sponding trust opinion from this evidence should be modelled on top of a direct trust relationship from the

Local TAF to the proposition, regardless of whether the actual opinion quantification is taking place at the

Local TAF agent or at the Global TAF.

So far, all trust evaluation discussed has been in relation to node-level properties. However, CASTOR

allows for the dynamic trust evaluation of entire paths, which are composed of nodes and links. In the next

scenario, we explore how the trust assessment framework forms opinions on link-level trust properties.

6.1.5 Global TAF Opinion Formation on Link-Level Trust

This scenario conveys the Global TAF forming a trust opinion of a specific link between two entities in the

topology shown in Figure 6.5 (in this case, Router 1 and Router 2). As the Global TAF has full visibility of

the underlying network topology and infrastructure, it is possible to collect trustworthiness evidence and

form trust opinions specifically for link-level properties of trust.

As a simple example, one situation may involve the Global TAF forming an opinion on the integrity of a

given link. In order to do so, the Global TAF must assess the integrity of both nodes present within the link

(Router 1 and Router 2). In addition, the property being assessed can also rely on evidence not directly

related to the routers themselves. For example, if link availability was to be assessed, the orchestrator

can collect telemetry data regarding the link itself, such as available bandwidth. Whilst this evidence is

not directly associated with the nodes, it is directly related to the link itself and will factor into the Global

TAF’s opinion on the final link trust proposition. The Global TAF must discount this evidence appropriately

as in Scenario 4, detailed in Section 6.1.4.

In CASTOR, the modelling of link trust evaluations is modelled without affecting the algebra of agents.

Links are not modelled as separate trust objects as this would imply that they are independent agents

(in the multi-agent system capturing the infrastructure layer), capable of forming direct or transitive trust

relationships. Instead, a trust proposition on a link is treated as a composite trust proposition which can

be — eventually — decomposed into atomic trust propositions via logical expressions. Thus, the Global

TAF must derive a composite trust proposition concerning a link by combining atomic trust propositions
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Figure 6.5: Scenario 5 – The Global TAF forms an opinion in relation to link-level integrity.

from independent sources (which as discussed, can include those from the routers themselves based on

applicable internal evidence, or those based on the orchestrator’s direct observations of network-related

metrics).

In this example scenario, the Global TAF individually discounts opinions from both Local TAF agents in

relation to device integrity before fusing them into node-level integrity trust propositions. These steps have

been omitted from the figure for readability, but can be found in Scenario 3, discussed in Section 6.1.3.

Finally, the node-level integrity trust opinions can be fused to form P9. This proposition states that “The

link between Router 1 and Router 2 has high integrity”, and encapsulates an evaluation of the overall

link’s integrity.

In the next scenario, we take this workflow one step further by introducing the concept of paths, and

explaining how the trust evaluation framework allows the Global TAF to form an opinion on an entire path

comprising of several nodes and links.
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6.1.6 Global TAF Opinion Formation on Path-Level Trust

This scenario builds upon the previous by introducing the concept of path-level trust. A path is comprised

of several nodes and links that ultimately map a route from source to destination. The same logic as in

the previous scenarios is applied here albeit at a larger scale. For the sake of readability, we show one

of the simplest possible paths in Figure 6.6, involving three routers (Router 1, Router 2, and Router 3). A

valid path would be the route from Router 1 to Router 3, which would necessitate traversing two links:

1. Router 1→ Router 2

2. Router 2→ Router 3

Node-level integrity evidence is evaluated internally to each router resulting in atomic trust propositions

relating to the specific trustworthiness evidence that is collected, and the Global TAF discounts each

opinion received before fusing them into opinions representing the integrity of each node. Similarly to

Scenario 5 (see Section 6.1.5), link-level integrity can now be evaluated by fusing the appropriate node-

level integrity propositions. These steps have been omitted from the figure for readability. However,

a final additional step is required to subsequently aggregate the link-level integrity assessments into a

single path-level integrity assessment, P10, which states “The path between Router 1 and Router 3 has

high integrity”.

Importantly, P10 itself may be decomposed into the individual link and node-level propositions that were

evaluated during the overall workflow. This ensures granularity when specifying network requirements,

such as requiring a path that specifically has secure boot enabled in all of its routers, as well as high

levels of availability in all of its links.

6.1.7 Trust Evaluations and Trusted Path Routing (Simple Case)

This scenario introduces the concept of referral trust, i.e. a router forming an opinion of a neighbouring

router and forwarding that opinion to the Global TAF. Referral trust is at the heart of the CASTOR trust

assessment framework, allowing the evaluation of trust across dynamic network topologies where a direct

link between any two participating entities cannot always be guaranteed. As seen in Figure 6.7, a new

router, Router N, is onboarding into the topology, and no direct trust relationship currently exists between

it and the Global TAF (i.e. the Global TAF currently does not have an opinion related to the new router’s

trustworthiness). Thus the Global TAF is, at least initially, unable to make a direct assessment of the new

router’s trustworthiness. However, Router 1, a neighbour adjacent to Router N, has already successfully

onboarded into the topology and therefore the Global TAF has an opinion on its trustworthiness.

The Local TAF of Router N, LTAF N, begins to gather attestation reports and other related evidence with

respect to the chosen trust property, in this case device integrity, and formulated into the trust proposition

P11 which states that “Secure Boot for Router N stands”. This evidence is subsequently shared with

Router 1 in the form of a Stamped Passport, allowing Router 1 to form an opinion on the trustworthiness

of Router N. Finally, this opinion can be shared with the Global TAF, where subsequent discounting steps

take place to modulate the overall ATL relating to Router N with respect to the perceived credibility that

the Global TAF has of Router 1. This process allows the Global TAF to indirectly form an ATL regarding

the trustworthiness of Router N, implicitly establishing a trust relationship between the Global TAF and

Router N.

6.1.8 Trust Evaluations and Trusted Path Routing (Generic Case)

In this scenario, we extend upon the previous one by introducing the concept of fusion. Fusion is a critical

component of SL, allowing the Global TAF to form an accurate opinion of a trust proposition in the case
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Figure 6.6: Scenario 6 – The Global TAF forms an opinion in relation to path-level integrity.

where it receives multiple opinions (that may be complementary or contradictory) from different Local

TAFs that concern the same proposition (for example in the case where they are sharing their opinions

on the trustworthiness of an onboarding router). In Figure 6.8, Router N is onboarding into the topology,

and has two adjacent neighbouring routers, Router 1 and Router 2. Similarly to the previous scenario,

Router N sends Stamped Passports to its neighbouring routers based on P12 stating that “Secure Boot for

Router N stands”, allowing the already onboarded routers to form opinions regarding the trustworthiness

of Router N independently.

However, as Router 1 and Router 2 send their newly formed opinions to the Global TAF, we find ourselves

in the situation where the Global TAF receives multiple opinions that concern the same trust proposition. It

may be the case that Router 1 considers the new router to be highly trustworthy, but Router 2 (for reasons

such as the incorporation of a different trust model, or link-level issues that manifest as a degradation in

the quality of evidence) does not consider the new router to be trustworthy. Fortunately, the use of SL

allows us to handle this case properly, taking into account the credibility of both Router 1 and Router

2 in order to derive the most accurate ATL possible, all aspects of uncertainty considered. Firstly, the

Global TAF must discount each received opinion with respect to the perceived credibility of both reporting

routers. Then, the Global TAF fuses these discounted opinions resulting in a single, unified ATL in relation

to the trustworthiness of Router N despite there not being a direct link between the Global TAF and the

newly onboarded router.

The choice of fusion operator is a highly important consideration to ensure accurate ATL calculation, and

is not something that can be decided once and for all scenarios. The optimal choice depends on various
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Figure 6.7: Scenario 7 – Router 1 forms an opinion on the onboarding router, Router N, and shares it

with the Global TAF where it can be discounted appropriately, based on its opinion of Router 1.

factors such as quality of evidence and the context in which trust is being evaluated. However, generally,

the choice of fusion operator determines how agreement and disagreement among sources is managed,

and options include cumulative, weighted, consensual and epistemic fusion. Fusion also plays a role in

the evaluation of link and path-level trust, as we need to consider how the Global TAF fuses the opinion

of each participating entity in a given link or path.
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Figure 6.8: Scenario 8 – Router 1 and Router 2 form an opinion on the onboarding router, Router N, and

share their opinions with the Global TAF. Here, they can be discounted and fused appropriately, based on

the Global TAF’s opinions on Router 1 and Router 2.
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Chapter 7

CASTOR TAF high-level description

The CASTOR Trust Assessment Framework (TAF) dynamically and continuously evaluates the trustwor-

thiness of key routing-plane components, embedding trust into network traffic engineering decisions. As

presented in Chapter 3, CASTOR TAF operates across multiple levels of the compute continuum, enabling

trust evaluations from individual network elements up to the orchestration layer. Consequently, CASTOR

elevates low-level, element-specific trust assessments into path-level trust characterizations, providing

strong assurances to both the Orchestration Layer and the Forwarding Plane (i.e., neighbouring routers).

As discussed in Chapter 9, the availability of these service-level trust insights enables the provisioning

of trust-aware traffic engineering policies that jointly consider network- and trust-related objectives when

enforcing forwarding paths.

At the in-router level, the Local TAF agent is tasked to evaluate the trustworthiness of critical network

functions of the router element. Either upon request or periodically, the Local TAF agent leverages the

deployed in-router Trust Sources in order to securely collect and report trustworthiness evidence with

respect to target trust propositions (e.g., secure boot, runtime configuration integrity, operational integrity)

for a specific trust property (e.g., integrity). The secure collection and reporting of this evidence rely

on the CASTOR Trusted Computing Base (TCB) which constitutes the backbone of the in-device Trust

Network Device Extension (TNDE), as illustrated in D3.1 [7]. Transitioning from the evaluation of static

properties (e.g., verifying the secure launch of the TNDE) to runtime properties (e.g., ensuring the integrity

of a critical router function’s runtime configuration) introduces the need for continuous operation of the

CASTOR TAF, in order to capture ongoing fluctuations in router trustworthiness within a given context.

Through the abundance of trustworthiness evidence and local trust evaluations that take place within the

router element, CASTOR enables the collection of important low-level trust insights at the Orchestration

layer. This culminates in the CASTOR TAF federation which allows the transmission of trust information

from the Local TAF agents (and the overall TNDEs) to a central TAF instance, namely the Global TAF.

Specifically, the Global TAF is responsible for digesting all available trust-related information coming from

the underlying infrastructure layer and deriving the overall trustworthiness of the router elements for a

specific trust property. Going beyond that, by employing the appropriate Subjective Logic operators, the

Global TAF is able to discount the trust calculations that originate from the in-router TNDE and aggregate

them in order to derive trustworthiness claims for network segments, paths, or even entire domains. Over-

all, the trust evaluations that surpass the in-router boundaries require that the Global TAF has knowledge

over the status of the network topology, enabling the incorporation of the relevant trust relationships (and

opinions) in the runtime trust calculations.

In what follows, we present the high-level description (see Section 7.1) of a single Trust Assessment

instance, shedding light into the internal subcomponents that enable trust evaluations. Subsequently,

Section 7.2 discusses the operation of the overall CASTOR Trust Assessment Framework throughout

the CASTOR ecosystem, providing initial insights that will guide functional specification of TAF to be

documented in D4.2 [8].
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7.1 High-level architecture

The Trust Assessment Framework (TAF) is a modular system architecture designed to enable evidence-

based evaluation of trust in dynamic, distributed environments. This section introduces the overall ar-

chitecture of the TAF, therefore, setting the foundation for the subsequent discussion of its two main

modalities: the Local TAF agent and the Global TAF.

The CASTOR TAF consists of five tightly integrated functional sub-components that enable trust to be

calculated based on runtime and static evidence.

Trust Source 1

TAF instance

TP
L 

D
at

a 
C

on
ne

ct
or

Trust Source
Manager

(TSM)Trustworthiness Level
Expression Engine

(TLEE)

Trust Decision Engine
(TDE)

Trust Model
Manager

(TSM)

A

p1

ωx

Subjective
Trust Network

(STN)

Trust Policy

...

Trust Source nATL

RTL
Trustworthiness

Claims

Target
proposition

p1

Subjective
Trust Network

(STN)

Target Trust
Proposition(s)

Evidence and
Trust Sources

Trust Opinion
Quantification

Function

Required Trust
Level (RTL)

Figure 7.1: High-level architecture of the CASTOR Trust Assessment Framework (TAF)

Trust Model Manager (TMM)

The Trust Model Manager is responsible for instantiating and managing the internal representation of

trust relationships. These relationships are modelled as directed graphs of entities and propositions. An

entity might be a component of the system. The source of the graph is called ”the agent” and the target

is always the proposition to assess. Each proposition represents a logical assertion about some system

property—for instance, that a software image is authentic, or that runtime behaviour has not exhibited

anomalies.

The TMM supports the composition of atomic and composite propositions. Atomic trust opinions repre-

sent the trustworthiness of a single proposition (i.e. variable X). This type of opinion deals with only one

specific aspect of trust, and the opinion about this proposition is formed based on direct evidence ob-

served by agent A. Ideally, an atomic proposition is a proposition that cannot be broken down to simpler

terms and evidence can either support it or contradict it.

For example, we might combine the following propositions:

• Proposition 1: ”VRouter has started”

• Proposition 2: ”vRouter is operational”

• Proposition 3: ”vRouter has been detected with vulnerability x”

• Proposition 4: ”vRouter forwards messages in less than 1µs”

Composite propositions express higher-level assertions that are evaluated as function of several atomic

propositions using logical composition rules.
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In practice, the TMM loads these models from policy-driven templates. This allows the system to adapt

its reasoning logic based on operational context or threat models. For example, in a high-assurance

environment, the model may include detailed runtime behaviour checks and multi-source redundancy,

whereas in a lightweight deployment, a simplified trust graph may suffice.

Trust Source Manager (TSM)

The Trust Source Manager serves as the integration layer between raw evidence generators and the trust

reasoning engine. It registers and coordinates the trust sources for a given trust model. Trust sources

include static measurement tools (e.g., secure boot logs), dynamic monitoring components (e.g., host

intrusion detection), remote attestation protocols, or behavioural telemetry systems.

The TSM abstracts the variability of these sources by transforming their outputs into structured, inter-

pretable trust claims. It validates the authenticity and freshness of the data, handles conflict resolution

among redundant sources, and converts inputs into normalized trust opinions.

Additionally, the TSM manages the lifecycle of evidence collection: triggering periodic checks, subscribing

to real-time feeds, and managing failure fallbacks when sources become unavailable or compromised. It

ensures that the trust graph remains populated with current and relevant evidence.

Trustworthiness Level Expression Engine (TLEE)

The Trustworthiness Level Expression Engine is the computational core of the TAF. It takes the normalized

trust opinions generated by the TSM and evaluates them within the trust graph defined by the TMM. This

involves recursively combining trust opinions across the graph structure to compute the trust value of

higher-level propositions.

The engine operates on Subjective Logic algebra, enabling it to manage, fuse, discount, and propagate

trust as a first-class property of trust. This is crucial in environments where partial or conflicting evidence

is common. For example, if two attestation reports partially disagree, or if one source is delayed, the

TLEE does not discard the result but incorporates it with appropriate weighting (i.e., depending on the

operator used, it might increase uncertainty or put more weight to the most certain one.).

The TLEE outputs Actual Trust Levels (ATLs) for each target proposition defined in the policy. Each ATL

contains the computed trust of the proposition and the source traceability that led to the computed result.

This enables transparent audit and explanation of trust decisions.

Trust Decision Engine (TDE)

Once ATLs are computed, the Trust Decision Engine evaluates them against the Required Trust Levels

(RTLs). The comparison may end to a binary result (trust granted or denied) by means of a threshold or

an ordinal result (high, medium, low).

The TDE supports configurable policies for dealing with borderline or uncertain cases. For example, in

safety-critical systems, an ATL below threshold may trigger immediate mitigation, whereas in resilient

systems, it might prompt redundancy or escalation.

The TDE outputs actionable results: whether a proposition (which might be about a system or compo-

nent) is considered trustworthy or not. These results are consumed by the orchestrator layer for the

computation of the trusted path.
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7.2 TAF within the CASTOR framework

The functionalities of the CASTOR TAF span the entire operational lifecycle of a network domain. On

the one hand, it captures aspects of the network element lifecycle, including the secure onboarding of a

new element into the topology and its continuous evaluation to ensure its trustworthiness throughout its

operational lifespan. On the other hand, the CASTOR TAF is involved in operations related to the fulfilment

of new service requests that must satisfy specific trust-related requirements, as well as the continuous

evaluation of the relevant network path, thereby ensuring service assurance throughout its operation. All

these operational aspects are captured in the overarching phases of the CASTOR Architecture in D2.1

[5]. The relevance of these phases to the overall Trust Assessment Framework is summarized below:

• Preparedness phase: The owner of the infrastructure identifies the path profiles will be offered by

the underlying infrastructure. This phase includes the network- and trust-related characteristics that

each path profile should offer. Trust characteristics can be expressed in the form of requirements

that the underlying router elements must adhere to.

• Proactive phase (Router on-boarding): This phase captures the process that a router must follow

in order to enrol in the overall topology. This on-boarding process involves the execution of an

initial trust assessment task that can evaluate whether the router meets the minimum (integrity)

guarantees posed by the network operator of this infrastructure. Part of the on-boarding process

is also the establishment of the interactions with the neighbouring routers to ensure the continuous

monitoring and assessing of trustworthiness across the topology.

• Reactive phase: This phase characterizes the trust assessment operations that need to be running

when services are established and workload traffic is forwarded over network paths. With these

policies, the control plane (i.e., via the CASTOR Facility Layer) is able to have an up-to-date view

of the network and trust properties of all the routers in the underlying network segments.

7.2.1 TAF in Preparedness phase

During the design phase, the network operator needs to identify the path profile catalogue that will be

offered to potential service providers that want to use this CASTOR-enabled infrastructure to serve their

(critical) application workloads from point A to point B (see D5.1 [6]).

Each path profile aims to offer a set of network- and trust-related guarantees that should satisfy the

agreed Service Level Agreement (SLA) and Security SLA established between a service provider and

the network operator. These guarantees are expressed in relation to a set of trust properties that the

offered path profiles should provide. A preliminary set of trust properties to be considered for routers,

links, and/or paths include Integrity, Availability, Confidentiality, and Robustness.

Based on these trust properties, the network operator is able to form trust propositions that express the

behaviour of the entities participating in an envisioned path. Trust propositions are built in relation to one

or more trust properties and one or more trust objects. For instance:

• Integrity of router’s software stack

• Integrity of the data flowing a particular link between two routers

• Integrity of the link between two routers

• Availability of a router to server traffic through its interfaces

• Availability of the data flowing through a particular link
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• Availability of a link in terms of bandwidth.

The definition of the trust-related guarantees of a path profile is expressed in the form of constraints

defined over one or more trust propositions. As further elaborated in Chapter 8, these constitute the

Required Trust Level (RTL) constraints, which may characterize routers, links, and/or the overall path that

will be selected once a path profile is deployed.

Depending on the intrinsic characteristics and capabilities of each router and its identified risk level,

it is possible that there may be different RTL constraints that different types of routers may need to

satisfy in order to serve a common trust guarantee for a trust property. This is intrinsically linked with

the risk posture of each type of router to be employed in the underlying infrastructure as well as the

(residual) risk that a network operator is willing to accept in order for the entire infrastructure to operate.

Consequently, a network operator may require different types and amounts of evidence from routers with

varying characteristics.

Based on the above, the specification of the offered path profile catalogue involves the identification of

all the trust-related information that will enable the overall Trust Assessment Framework to establish and

maintain the trust characterization of the entire infrastructure layer throughout its operational lifecycle.

This information includes the following aspects that need to be specified (reflected also in the left part of

Figure 7.1):

• Type of router

• Phase in the router lifecycle: On-boarding (installed and registered), Idle (powered on, no traffic),

Serving traffic (forwarding packets), Updating (applying patches), Under configuration (changing

policies).

• Target Trust propositions to be evaluated

• Decomposition of trust propositions into observable, atomic trust propositions.

• Trust Sources that enable the evidence collection for the assessment of the atomic trust proposi-

tions.

• Quantification function for the derivation of each atomic trust proposition.

• Logic that evaluates the measured Actual Trust Level (ATL) of each target trust proposition against

the Required Trust Level (RTL) constraints.

The aforementioned pieces of information comprise a ”Trust Policy” which, when enforced in a TAF agent,

guides the configuration and execution of all trust calculations within a specific context and scope. This

enables continuous monitoring of trust, ensuring that the underlying infrastructure meets the required

guarantees throughout the different phases of the CASTOR framework. Based on this breakdown, it

becomes clear that there are different Trust Policies per type of router, per phase (e.g., on-boarding of a

router, runtime phase where a router servers one or more path profiles).

Once the Trust Policies have been specified - expressing both the minimum requirements for a router

to enrol the topology and the guarantees that each path profile shall offer - it is possible to instantiate

the Global TAF agent running in the control plane (i.e., in the orchestration layer). This involves the

enforcement of all the Trust Policies designed for the Global TAF agent.

In the Global TAF agent, we consider target trust propositions on routers, links, and paths. These will

allow us to identify the trust profile that each trust object has during runtime (each entity in the topology

is attributed with a network and trust profile; they are used for the optimization process). The set of

trust propositions may evolve over time as new routers get enrolled in the topology (or get detached from
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the topology). Similarly, the decomposition of target trust propositions may be different over time as the

number of routers (and thus associated trust propositions) fluctuates. At the same time, the envisioned

target trust propositions may be decomposed to a set of atomic trust propositions of a router and a set

of recommendations from its neighbouring routers (i.e., Local TAF agents sharing recommendations to

the Global TAF agent). To capture this dynamic behaviour and to accommodate for recommendations

between neighbouring routers, all relevant trust opinions are managed via a trust model per policy.

In CASTOR, the selected trust model representation to capture all the dynamic trust relationships and

their trust opinions during runtime is a ”Subjective Logic Trust Network”. Initially (i.e., when router is

enrolled in the topology), the instantiated trust models are empty. Subsequently, as routers get on-

boarded, the corresponding trust relationships are dynamically introduced in the trust model and the

respective trust opinions are formed and maintained throughout the router lifecycle.

In the following section, we discuss concrete examples of trust propositions that are formed from the

early phases of a routers secure enrolment until its inclusion in the topology. Following a bottom-to-top

approach, we start with the description of the trust propositions in the Local TAF agents (i.e., per router).

Initially, we describe the on-boarding aspects and then the runtime phase. In the latter stage, we also go

through the composite target trust propositions that refer to the Global TAF agent.

7.2.2 TAF in Proactive phase

As a first step, we consider the phase in which a new router is onboarded in the managed infrastructure

layer. In CASTOR, routers may be deployed as virtualized functions by the network service orchestrator

or operate as conventional hardware devices. In either case, we assume that all in-router CASTOR

components—namely, the CASTOR TCB, Local TAF agent, and Trust Network Device Extensions—run

as processes alongside the router’s core functionality.

When the Local TAF agent of a router is launched as part of the on-boarding phase (details on the

CASTOR secure on-boarding protocol are presented in D3.1 [7]), it connects to the CASTOR DLT to

collect a Trust Policy and carry out its initial trust assessment process. Specifically, this refers to the

on-boarding Trust Policy that is associated with the specific characteristics of that particular router (e.g.,

type of hardware/firmware, software stack, applied security controls).

As part of the on-boarding Trust Policy, the Network Service Orchestrator is able to evaluate that the router

is able to provide the necessary trustworthiness guarantees that are dictated by the network operator. As

part of the enforced Trust Policy, the Local TAF agent receives the decomposition of the target trust

proposition into atomic trust propositions. These atomic trust propositions can be measured by the Local

TAF agent through the available Trust Sources that are supported by the router. Hence, the resulted trust

opinions characterize functional trust relationships between the Local TAF agent and the atomic trust

propositions. In principle, this specification of the atomic trust propositions is intrinsically linked to the

available evidence that we can collect and the threat model that we take into consideration.

The Local TAF agent uses its own Trust Sources and forms opinions about its atomic trust propositions.

From a trust modelling standpoint, the Local TAF agent, along with its Trust in-device Trust Sources, form

a single analyst entity (i.e., a single agent) that is able to evaluate the trustworthiness of the in-router

trust properties. This allows the Local TAF agent to collect various types of evidence and form direct (i.e.,

functional) trust relationships with the in-router trust propositions that need to be evaluated. Ideally, each

trust opinion is mapped to a single type of evidence collected from a single trust source (i.e., we should

avoid duplication in the available evidence for a specific trust proposition). The quantification function that

maps the available evidence to a trust opinion is provided in the Trust Policy. However, it is worth noting

that there may be the a case in which multiple types of Trust Sources provide evidence that refer to the

same atomic trust proposition (e.g., the runtime integrity of the software stack of a router may stem from

evidence coming from the Attestation Source, and the FSM Source; both presented in D3.1 [7]). In such
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cases, the Trust Policy should provide the quantification function to aggregate the evidence and derive

the trust opinion for that particular atomic trust proposition.

In order to better depict the trust opinion quantification process, the following example is presented: As

part of the on-boarding Trust Policy, the orchestrator may request the Local TAF agent to provide an

assessment on the integrity of the router. In this phase, this target trust proposition p1 is decomposed to

two atomic trust propositions: i) router is securely launched, and ii) the operational profile of critical router

functionalities has not been tampered. The former atomic trust proposition, p1,1 is associated to evidence

coming from the Attestation Source and its evidence regarding the configuration integrity of the router.

Whereas, the router operational assurance is monitored via the FSM Source which is able to process the

relevant operational traces and identify any violation in the transition of the designed device-based finite

state machine. This forms the second atomic trust proposition p1,2.

Based on the aforementioned example, the trust opinion over an atomic trust proposition (p1,1 or p1,2)

is equivalent to the trust opinion of the single trust relationship between the analyst node (i.e. the Lo-

cal TAF agent) and the atomic trust proposition. An example of how we could quantify the receipt of

positive or negative trustworthiness evidence regarding a router’s configuration integrity and map it to its

corresponding trust opinion ωx for p1,1 (similarly for p1,2) is shown below:

bx =
rx

W + rx + sx
, dx =

sx

W + rx + sx
, ux =

W

W + rx + sx
, (7.1)

where rx corresponds to the number of evidence supporting the trust proposition, sx any other evidence

against it, and W is a weight to adjust the level of uncertainty even if evidence is available.

Based on this, the TLEE is invoked in order to derive the ATL value for the target trust proposition,

aggregating the available trust opinions for the atomic trust propositions. Here, we may have different

approaches on how this could designed, depending on the strategy that we want to follow:

• Use Subjective Logic (SL) Logical operators to aggregate the trust opinions for the available atomic

trust propositions. E.g., ATL(p1) = ω1,1 ANDω1,2. However, one concern is that these opinions are

”owned” by the same analyst node, so it may not be the most suitable approach.

• No SL operator is applied in the Local TAF agent. All the SL operators are taking place by the

TLEE subcomponent of the Global TAF agent. In order to make any local-based trust decision, the

respective RTL constraints should be mapped to the trust opinions for the atomic trust propositions.

E.g., The belief threshold for ω1,1 is 0.8, while the uncertainty for ω1,2 should not exceed 0.3.

• Use other quantification functions for combining all relevant evidence into a single SL opinion that

characterizes the target trust proposition.

Regardless of the strategy to be employed, we may result in one or more atomic trust propositions each

of which is characterized by its own ATL value. As already mentioned, these ATLs will be evaluated

against the RTL constraints enclosed in the onboarding Trust Policy. This allows the Local TAF agent

to derive a trust decision about the trustworthiness of a router (e.g., with respect to its integrity) during

onboarding phase. This trust decision is communicated in a secure manner to the CASTOR Global TAF

at the orchestration layer which depending on the (local) trust decision outcome evaluates the level of

trust that can be placed on this element.

Once enrolled, the Network Service Orchestrator proceeds with the configuration of the necessary com-

munication channels with the newly added router (see D3.1 [7]). It is worth noting here that the Trust

Policy to be enforced after the on-boarding phase, may also enable the processing of trustworthiness

evidence coming from neighbouring routers (e.g., through Stamped Passports specified in IETF Trusted

Path Routing [4]). Based on the above, we conclude that the main types of evidence that a Local

TAF agent may process are the ones shown below:
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• Trustworthiness evidence regarding security properties of the router (e.g., has secure boot, has cor-

rect configuration, has properly established application keys MacSec protocol). These claims are

derived from a set of traces collected by the CASTOR Tracer layer and processed by the Attestation

Source running as part of the CASTOR’s Trust Network Device Extensions in the router.

• Trustworthiness evidence pertaining to more complex, runtime guarantees for a particular behaviour

of the router target environment (e.g., has updated the routing table correctly, has correctly spawned

a new process for managing the iptable). To monitor such claims, it is necessary to extract the traces

that are relevant to the target router behaviour, and evaluate the operational assurance of critical

router functions and whether any violation has taken place. These traces are processed by the

Finite State Machine Source running as part of the CASTOR’s Trust Network Device Extensions in

the router.

• The aforementioned trustworthiness evidence allows a Local TAF agent to form trust opinions with

respect to the state of its own router (ego router). In addition, a Local TAF agent of a router that

is enrolled in the topology may also receive trustworthiness evidence coming from a neighbouring

router’s trust sources (e.g., Stamped Passport of a router presenting an attestation quote as part of

an implicit attestation process).

7.2.3 TAF in Reactive phase

From a Local TAF agent’s perspective, there is no major difference in the sequence of actions between

the proactive and reactive phases; only the Trust Policy may change to provide sufficient trust guarantees

(i.e., beyond integrity) for each one of the path profiles.

As mentioned in the introduction, the main purpose of the Global TAF agent is to continuously assess

the trustworthiness of the entire infrastructure layer and therefore enable the selection of optimal paths

for the offered path profiles that satisfy the requested application workloads. From the perspective of the

global Trust Policy specification, this is primarily reflected in the identification of target trust propositions

that correspond to the trust guarantees offered by each path profile. As already highlighted, this guar-

antees may be node-, link- or path- centric. Hence, the Global TAF should be capable of characterizing

the trustworthiness of the underlying topology graph for each offered trust property. This attribution of

nodes, links and paths in the topology unlocks the optimal selection of paths (see Chapter 9) that need

to be established to serve the application workloads with the agreed network (SLA) and trust (SSLA)

guarantees.

In general, the Global TAF agent should be able to cope with a multitude of trust propositions referring to

various trust properties. First and foremost, the Global TAF receives evidence and quantifies an ATL value

for atomic trust propositions of each router element. In a second stage, it may use logical SL operators

to derive the target (composite) trust propositions that best characterize the requirements for the offered

path profiles. Regarding the possible atomic trust propositions, we consider the following ones:

• Device-level trust propositions related to integrity as a trust property. In this case, the Global TAF

agent takes into consideration the trust evaluations carried out by each Local TAF agent, discounted

with the trust opinion of the Global TAF agent to the Local TAF agent. In order for the latter trust

opinion to be formed, the Local TAF agent provides additional evidence pertaining to its ability to

provide evaluations for the corresponding trust property, namely integrity. One example of such ev-

idence refers to the fact that the Local TAF agent has securely launched and running in an isolated

environment with the expected configuration. In fact, this additional piece of information may be part

of the trust report that the Local TAF agent shares with the Global TAF agent. Thanks to this addi-

tional evidence, the Global TAF agent is able to model a trust relationship with the corresponding

Local TAF agent, and form an opinion about its capability to make evaluations. In principle, the fact
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that the Local TAF agent may show evidence about its capability to provide evaluations pertaining

to integrity, does not guarantee that it is also capable to make evaluations for other trust properties.

This behaviour is in line with the types of additional evidence that we envision as part of the trust

report. For instance, we could incorporate additional evidence pertaining to the tracing capabilities

of the Trust Network Device Extensions that are deployed together with the Local TAF agent.

• Device-level trust propositions related to other trust properties. It is possible that the Local TAF

agent does not provide evaluations (i.e., trust opinions) for all the device-level trust propositions

that need to be considered as part of the trust guarantees of a path profile (e.g., to avoid overload-

ing the router resources with trust-related tasks). In this case, the Global TAF agent may establish

a data channel through the Trust Network Device Interface Security Protocol (TNDISP) to securely

collect trustworthiness evidence directly from the TNDEs of a router. For example, one such trust

proposition may refer to the availability of a router, quantified in relation to the real-time CPU utiliza-

tion.

• Link-level trust propositions. The Global TAF agent runs at the orchestration layer, providing full

visibility over the underlying infrastructure. This means that it is possible to collect trust-related

metrics regarding link properties. One simple example is trying to assess the trustworthiness of a

link’s availability with respect to the available bandwidth that it has in a given moment. As in the

previous case, such metrics need to be securely extracted (i.e., through the Tracing Layer) and

shared via a dedicated TNDISP-enabled data channel (details on the in-router TNDE architecture

are presented in D3.1 [7]).

With these atomic trust propositions, the Global TAF agent is able to maintain a full overview of the trust

characterization of the entire network topology. In order to construct this global perception, the Global

TAF agent needs to discount the trust opinions shared by the Local TAF agents with the trust opinion

that the Global TAF has over them. Of course, depending on the requirements, different SL Discounting

operators may be used (i.e., favouring uncertainty vs. disbelief). On top of that, in the case where

the Global TAF agent receives recommendations about the trustworthiness of a node (i.e., in terms of

integrity), the Global TAF agent should be able to fuse the various trust opinions in order to derive its own

ATL for the device-based trust propositions. Similarly, depending on the fused trust opinions, different SL

Fusion operators need to be selected - e.g., selection of the appropriate fusion operator depending on

the dependencies between the trust propositions and the related evidence.

So far, we have explained how the Trust Model of the Global TAF agent could provide global perception for

all the atomic trust propositions that are relevant for each device and link. This perception is maintained

and updated dynamically in order to depict an accurate view of the trustworthiness of the infrastructure

layer. However, the final step would be to map all the atomic trust propositions into the path profile

constraints. For this purpose, we consider that for the specification of the trust requirements of a path

profile it may be necessary to assess more complex trust propositions that take into consideration multiple

trust properties at a time; e.g., the premium path profile requires high availability and high integrity at a

link or even a path level.

In order to realize such statements, one has to identify a decomposition process that will translate a com-

posite trust proposition, say for the premium path profile, to a logical function of atomic trust propositions.

This function is realized via the use of SL Logical operators and is provided as part of the Trust Policy

enforced to the Global TAF agent. By adopting this approach, the internal Global TAF process would

follow the steps below, following the universal TAF architecture of Figure 7.1:

1. Global Trust Model is instantiated and contains an updated view of all the trust opinions that char-

acterize all the specified trust propositions.
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2. Invocation of the ATL calculation process. This can be triggered either synchronously (i.e., in a

request-response fashion) or asynchronously (i.e., every X seconds according to the Trust Assess-

ment Request).

3. The Trust Level Expression Engine (TLEE) takes as input the overall SL trust network and the target

trust propositions along with their decomposition function to the available atomic trust propositions.

4. For each atomic trust proposition, the TLEE isolates the corresponding (sub-) network that is rel-

evant to the specific context. Then, it aggregates all the trust opinions that appear in the trust

relationships of the network; either through discounting or fusion of the relevant trust opinions.

5. Eventually, the TLEE applies the decomposition function to aggregate the trust opinions for the

relevant atomic trust propositions into a single ATL value for each target trust proposition. These

ATL values indicate the trust opinion of the Global TAF agent that a trust object (e.g., a device, a

link, a path) has the guarantees (i.e., trust profile) required to serve a specific path profile.

6. The final step is to attribute each trust object with a specific trust profile. To do this—i.e., to label

each entity (router, link, or path) in the infrastructure layer—we must verify that the requirements

defined in each path profile are met. This verification occurs in the Trust Decision Engine, which

compares the resulting ATL values for the target trust propositions against the RTL constraints

defined in the Trust Policy. This comparison enables the classification of each entity into a particular

trust profile. On one hand, this process allows nodes, links, and paths to be labelled with the trust

characteristics of the topology. Combined with the network profiles constructed by the orchestrator,

the optimization engine can recommend sets of optimal paths that satisfy each path profile. On

the other hand, once a path is identified and enforced, the Trust Decision Engine can flag cases

where any participating entity has been downgraded to an unacceptable trust profile. Eventually, as

detailed in D5.1 [6], this allows the Orchestration Layer to apply mitigation actions and switchover

to other available network paths that meet the path profile requirements.

7.3 Trust Engineering in the Case Study

Inspired from the Case Study network topology of Section 4.3.1, in this section we want to provide some

initial findings on how we envision to approach the trust modelling process. In what follows, we explore a

trust model snippet that corresponds to the trust relationships that a Global TAF should assess in order

to characterize the trustworthiness of different propositions within a network segment comprising of a set

of interconnected network elements.

Based on this setup, and following the Trust Relationships that have been identified in Chapter 10, Fig-

ure 7.2 illustrates a Trust Model Snippet in the form of a Subjective Logic Trust Network that captures the

trust relationships of the Global TAF to a pair of neighbouring router elements. Through this example, we

are able to flesh out the key challenges that will guide the functional specification of the Trust Assessment

Framework, to be documented in D4.2 [8].

We consider two trust properties: integrity and availability.

The Trust Policy enforced in the enrolled Local TAF agents enables the evaluation of two trust propositions

pertaining to integrity:

p1(i): The assessed router i has secure boot, and p2(i): The assessed router i has configuration integrity

during runtime.

The Local TAF agent - associated with each router enrolled in the topology - evaluates the two atomic

trust propositions for each own target environment and shares its ATL values to the Global TAF agent via

the Telemetry API. As part of this trust report, the Local TAF agent bundles evidence about itself being
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Figure 7.2: Exemplary Trust Model instance on the Global TAF agent; 2 interconnected routers.
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at a correct state. This includes also the correctness of the tracer functionalities that contributed to the

formation of these local opinions.

In parallel to these evaluations, the orchestrator configures the TNDEs of each router and collects CPU

utilization data through a TNDISP-enabled data channel. This allows the global TAF agent to form the

following trust proposition:

p3(i): The assessed router i does not exceed 60 per cent of each CPU utilization.

Similarly, using the same technique, the Global TAF agent is able to securely acquire evidence pertaining

to the availability of the established links between the routers. This allows for the definition of the following

atomic trust proposition:

p4(x, y): The established link between routers x and y has always available bandwidth of 1Gbps

With these propositions in mind, we present an instance of the global trust model considering two routers

and one link between them. From this SL Trust Network we model the following trust opinions:

1. Trust opinions from Local TAF agents to the respective atomic trust propositions. One example is

ω1
p1(1)

which captures the trust opinion of Router 1 on the proposition p1(1).

2. Trust opinions from Global TAF agents to the respective atomic trust propositions. One example is

ωG
p3(1)

which captures the trust opinion of the Global TAF agent on Router 1’s proposition p3(1).

3. Trust opinions from one Local TAF agent to one its neighbouring routers. Depending on the attes-

tation policy, the Stamped Passports may provide evidence with respect to an atomic trust propo-

sition or the capabilities of a neighbouring router to form opinions with respect to trust property.

Hence, we consider to different trust relationships in this recommendation scheme. First, example

is ω1
p1(2)

which captures the trust opinion of the Router 1’s Local TAF agent on Router 2’s secure

boot integrity- i.e., p1(1). Secondly, when the Stamped Passports provide evidence about the cor-

rect setup of the neighbouring router’s Local TAF agent and its TNDEs, the example ω1
2 captures

the trust opinion of Router 1’s Local TAF agent on Router 2’s capability to assess it’s own target

environment.

This showcases how the high-level requirements captured in the trust profile associated with a path profile

are translated to enforceable Trust Policies in the routers. In fact, the Trust Policies are also adjustable

according to the risk-aware derivation of the RTL constraints; from the example we observe that Router

2 which is identified to have more vulnerabilities that compromise its integrity needs to provide more

evidence and attain higher ATL than Router 1.

Based on the aforementioned snippets we can also infer the target trust propositions that the Global TAF

agent needs to calculate in order to evaluate whether the example topology (i.e., router 1 is connected to

router 2), satisfies the path profile trust requirements defined in the trust profile.

By inspecting the trust model above, we consider the following composite trust propositions:

c1: The assessed router 2 has integrity with respect to its secure boot and its runtime configuration

c2: The link between routers 1 and 2 has integrity as long as both routers have integrity

c3: The link between routers 1 and 2 has availability as long as both routers do not exceed 60% of their

capacity and the link has 1 Gbps bandwidth for further consumption

c4: The link between routers 1 and 2 can support trust profile ”very-high”

These composite trust propositions can be decomposed to the available trust propositions, The equations

for their corresponding ATL trust opinions are shown below (without the included recommendations; ⊗
corresponds to a discounting SL operator, ⊕ corresponds to a fusion operator.):

ATL(c1) = ωG
c1
= (ωG

2 ⊗ ω2
p1(2)

)⊕ (ωG
2 ⊗ ω2

p1(2)
)
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ATL(c2) = ωG
c2
= (ωG

1 ⊗ ω1
p1(1)

) ∧ (ωG
c1
)

ATL(c3) = ωG
c3

= similar to ATL(c2) but using the trust propositions regarding availability

ATL(c4) = ωG
c4
= ωG

c2
∧ ωG

c3
∧ ωG

c4

Eventually, the ATL decompositions are provided as input parameters to the TLEE component of the

Global TAF agent. In fact, they could be encapsulated within a single decomposition function that con-

structs the target trust proposition c4, which is relevant for evaluating whether the topology satisfies the

path profile requirements. Following this approach, the output would be a single ATL value, namely

ATL(c4). The total number of final ATL values produced by the Global TAF agent depends on the Path

Profile requirements, i.e., the Trust Policy specification.

Through the definition of these ATL equations as part of an overall Trust Policy, we are able to identify

three core challenges when determining the functional characteristics of the CASTOR Trust Assessment

Framework.

Challenge 1 From the aforementioned equations that need to be processed at the Global TAF level, a key

question that arises relates to the availability of the information on the internal trust opinions. Specifically,

by inspecting the example of ATL(c1), it becomes clear that the Global TAF needs to have access to the

opinion on the Local TAF capabilities in router 2, but also on Local TAF agent’s perception on the trust

proposition p1(2). As part of the federation of TAF agents (see Chapter 3), the latter trust opinion can be

derived either by having the Local TAF agent sharing its computed trust opinion, or by having the TNDE-

collected evidence been sent directly to the Global TAF (and perform the trust opinion quantification at the

global level). The realization of this form of federation poses significant challenges (e.g., synchronization

of trust models between agents, compatibility of semantics and trust operations used between agents)

that will be further explored in D4.2 [8].

Challenge 2 In addition to the previous challenge, this ATL formulation helps clarify another critical con-

sideration, namely the trustworthiness of Local TAF agents. As explained in D3.1 [7], the Local TAF agent

operates in isolation (i.e., within an enclave environment) from the rest of the in-router software stack. As

part of the first version of the CASTOR TAF, the Local TAF agent is therefore considered a fully trusted

application. This assumption directly impacts the transitivity of trust from the perspective of the Global

TAF, as the ωG
i opinions are assigned a full belief value, namely ωG

i = (1, 0, 0) for binomial opinions.

However, relaxing this trust assumption within the in-router TNDE environment introduces the additional

challenge of providing verifiable evidence of the correctness of the Local TAF agent as part of its trust

reports before sharing them with any external entity (e.g., the Global TAF).

Challenge 3 Finally, throughout this chapter, we consider the federation modality in which Local TAF

agents provide evaluations to the Global TAF regarding the trustworthiness of their associated in-router

behaviour. However, through the exchange of trustworthiness evidence across the forwarding plane as

part of the IETF Trusted Path Routing paradigm, it is possible for a Local TAF agent to receive trustwor-

thiness evidence about a neighbouring router (see the trust relationship scenario in Section 6.1.8). While

this mechanism enables Local TAF agents to share opinions about their network vicinity (e.g., the integrity

of adjacent network elements), it also introduces potential pitfalls that may bias the final opinion derived by

the Global TAF, particularly due to dependency and circularity in trust propagation, whereby recommen-

dations about a given router are influenced—directly or indirectly—by that same router or by mutually de-

pendent neighbours. The aforementioned bias does not necessarily imply that a rogue vRouter is able to

provide falsified trust evaluations; under an honest-but-curious model, it is also possible that a vRouter (or

multiple colluding vRouters) selectively withholds or forwards trust information to the Global TAF, thereby

influencing its perception. This concept of circular dependencies arise when trust evaluations are mutually

dependent. For example, the Global TAF assesses two vRouters by requiring the opinions of LocalTAF1

and LocalTAF2, while each Local TAF requires the other’s evaluation to complete its own. This mutual

dependency prevents the trust values from being independently established (e.g., Transitive trust rela-

tionships GlobalTAF −→ LocalTAF1 −→ LocalTAF2 and GlobalTAF −→ LocalTAF2 −→ LocalTAF1).

In adversarial settings, this effect can be further exacerbated by Sybil-like attacks, in which a compro-
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mised node creates and controls multiple trust profiles [43], allowing it to present strategically crafted

or inconsistent evidence to different neighbours. As a result, even if this issue may appear to be ad-

dressed by Challenge 2, bias can still be introduced into final trust evaluations, causing the Global TAF

to aggregate opinions that are not truly independent and leading to overestimated belief, reduced uncer-

tainty, or skewed ATL evaluations. CASTOR therefore explicitly targets this challenge, aiming to ensure

the by-design construction of trust models that are resilient to circular dependencies and unintended

reinforcement effects among different TAF agents.

Through this case study, it becomes clear that the Global TAF constitutes a foundational element that

is able to collect observable evidence from the underlying infrastructure element, therefore realizing the

overarching federation modality that is envisioned in CASTOR. In this context, the Global TAF is able to

collect trustworthiness evidence and Local TAF agent opinions in order to form composite trust propo-

sitions that reflect the trust requirements expressed by the network operator and offered to any service

provider. The detailed functional specification of the CASTOR TAF, and its first release as part of the

overall CASTOR framework is documented in D4.2 [8].
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Chapter 8

Risk-aware RTL derivation

8.1 The need for RTL values

In zero-trust network architectures, the fundamental principle is that no entity, whether internal or external,

should be implicitly trusted. This principle requires continuous verification and assessment of all network

participants before granting access to resources or relying on their provided data. However, this raises

a critical question: what level of trustworthiness is sufficient for an entity to be considered reliable in a

specific operational context?

The CASTOR architecture addresses this challenge through a dual-metric approach:

• Required Trustworthiness Level (RTL): A design-time specification that defines the minimum trust-

worthiness threshold required for an entity or data item to be considered acceptable for use.

• Actual Trustworthiness Level (ATL): A runtime assessment that quantifies the observed trustworthi-

ness based on collected evidence and behavioural analysis.

The trust decision is fundamentally based on comparing these two metrics such that an entity or data

item is deemed trustworthy if and only if its ATL meets or exceeds the established RTL for the relevant

context.

RTL values serve multiple critical functions within the CASTOR framework. They provide concrete, quan-

tifiable criteria for trust decisions during path computation and data validation. Moreover, RTL values

translate organizational risk tolerance and security requirements into operational trust thresholds. Differ-

ent network functions, data types, or operational scenarios may require different RTL values, reflecting

varying criticality and risk exposure. Importantly, unlike ATL which is dynamically assessed at runtime,

RTL is determined during system design based on threat analysis, risk assessment, and functional re-

quirements.

The derivation of appropriate RTL values is therefore a critical component of the CASTOR trust assess-

ment framework, as it establishes the baseline against which all runtime trust evaluations are compared.

8.2 Risk Assessment Methodology Overview

The derivation of RTL values in CASTOR is fundamentally grounded in systematic risk assessment.

Risk assessment provides the analytical foundation to determine the level of trustworthiness required for

different network entities, data flows, and operational contexts. By quantifying the potential impact and

likelihood of security threats, risk assessment enables the translation of abstract security requirements

into concrete trust thresholds.
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8.2.1 Risk Assessment Foundations

Risk assessment in network security typically evaluates threats against critical system properties, includ-

ing:

• Integrity: The assurance that data and system states have not been modified by unauthorized

parties.

• Availability: The guarantee that network services and resources remain accessible when needed.

• Authenticity: The verification that entities and data originate from claimed sources.

• Confidentiality: The protection of sensitive information from unauthorized disclosure.

For each property, risk assessment methodologies evaluate:

1. Asset identification: Determining which network components, data flows, or functions require

protection.

2. Threat analysis: Identifying potential attack vectors and threat actors that could compromise the

assets.

3. Vulnerability assessment: Analyzing weaknesses that could be exploited to realize threats.

4. Impact evaluation: Quantifying the consequences if a threat is successfully executed.

5. Risk determination: Combining likelihood and impact to produce overall risk levels.

The connection between risk assessment and RTL derivation follows a fundamental principle: higher

risk scenarios demand higher trust requirements. When an asset or data flow faces significant threats

with severe potential impacts, the RTL for entities that interact with that asset must be correspondingly

stringent. This ensures that only sufficiently trustworthy entities can participate in high-risk operations,

effectively using trust as a risk mitigation mechanism.

CASTOR’s approach to RTL derivation is designed to be methodology-agnostic. In the literature and

standardization efforts, there are different risk assessment frameworks, including Threat Analysis and

Risk Assessment (TARA) for automotive cybersecurity (ISO/SAE 21434) and domain-specific organiza-

tional risk frameworks. The RTL derivation mechanism can incorporate risk assessments from various

sources, provided that they produce quantifiable risk levels that can be systematically mapped to trust

requirements. This flexibility allows CASTOR to adapt to different operational domains and organizational

risk management practices while maintaining a consistent trust-based security model.

8.3 RTL Expression Framework

Calculating the Required Trust Level (RTL) presents several fundamental challenges that must be ad-

dressed to enable effective trust-based decision making in dynamic network environments. This section

outlines the RTL expression framework, identifies key challenges in RTL derivation, and establishes the

foundation for the risk-based approaches discussed in subsequent sections.
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8.3.1 RTL as Decision Thresholds

Unlike ATL, which represents a concrete trust assessment at a specific point in time, RTL functions as

a set of decision thresholds rather than a fixed trust opinion. In the context of subjective logic, RTL

establishes constraints that determine whether a runtime trust assessment is sufficient for operational

requirements. Specifically, RTL defines:

• bRTL: the minimum required belief threshold

• dRTL: the maximum acceptable disbelief threshold

• uRTL: the maximum acceptable uncertainty threshold

These thresholds do not form a traditional subjective logic opinion where b + d + u = 1. Instead, they

represent independent constraints that must all be satisfied for a trust decision to succeed. An ATL opinion

at runtime is deemed acceptable if and only if it meets all three conditions simultaneously: ATLb ≥ bRTL,

ATLd ≤ dRTL, and ATLu ≤ uRTL.

Figure 8.1 illustrates this threshold-based approach within the subjective logic triangle. The three RTL

thresholds (bRTL, dRTL, uRTL) each define a constraint region within the triangle:

• The belief threshold bRTL (green solid line) defines the minimum acceptable belief level, creating

a region (green triangle) where b ≥ bRTL.

• The disbelief threshold dRTL (blue solid line) defines the maximum tolerable disbelief, creating a

region (blue trapezoid) where d ≥ dRTL.

• The uncertainty threshold uRTL (red solid line) defines the maximum acceptable uncertainty,

creating a region (red trapezoid) where u ≥ uRTL.

RTL

Figure 8.1: Graphical representation of RTL thresholds within the subjective logic triangle. The RTL

constraints for belief (bRTL), disbelief (dRTL), and uncertainty (uRTL) define an acceptable region for trust

decisions rather than a fixed opinion point.
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The intersection of these three constraint regions forms the acceptable trust region (shown as the green

diamond-shaped area in the figure). Any ATL opinion that falls within this region simultaneously satisfies

all three RTL thresholds and is therefore considered trustworthy for the given operational context. In

contrast, ATL opinions outside this region violate at least one threshold constraint and fail to meet the

required trust level. This geometric interpretation clearly demonstrates that the RTL defines an acceptable

region rather than a target point, allowing flexibility in how trust requirements can be satisfied while

maintaining rigorous threshold enforcement.

It is important to note that while CASTOR employs subjective logic as the primary framework for trust

representation, the RTL concept is not inherently tied to this specific formalism. RTL fundamentally rep-

resents a set of constraints that must be satisfied by runtime trust assessments, and these constraints

can be expressed using alternative trust models or probabilistic representations depending on the opera-

tional context. The critical requirement is that RTL and ATL share compatible semantics, which is that they

must quantify trustworthiness using the same underlying dimensions and metrics to enable meaningful

comparisons.

The RTL Calculation Problem

RTL values are defined for a given trust evaluation context and scope, expressing the level of require-

ments that the ATL must satisfied in order for a trustee entity to be considered trusted. These require-

ments are intrinsically linked to the trustee’s risk posture within the defined context and scope of the

evaluation. The risk posture itself is established through a thorough and continuous risk assessment

process, which systematically identifies assets, the vulnerabilities affecting them, and the threats that an

adversary may realize by exploiting those vulnerabilities. This process provides a structured understand-

ing of the exposure faced by the trustee and forms the foundation for deriving meaningful RTL values.

As highlighted in significant risk assessment frameworks (i.e., both in the ENISA’s EU Risk Management

Toolbox [19] and in NIST’s Special publication 800-39 on Managing Information Security Risk: Organi-

zation, Mission, and Information System View [34]), the two main factors that affect the risk posture of

an asset capture both the potential consequences of a successful threat realization and the feasibility of

such an event occurring, taking into account the adversary’s capabilities and the effectiveness of existing

controls. Specifically, the primary factors influencing risk are defined as follows:

• Impact: The severity of consequences if a threat is successfully posed against an asset or function.

• Likelihood: The feasibility or probability that an attacker can successfully execute a threat, con-

sidering the complexity of the attack, the required resources, and the existing security controls. As

we examine in Engineering Story-II, this may further depend on the number of intermediate steps

an adversary must undertake to execute a cascading attack, potentially involving the exploitation of

multiple sequential vulnerabilities affecting one or more assets within the network topology.

Through these parameters, it is possible to identify the security controls that must be enforced at each

network element (i.e., allowing the mitigation of the critical risks in the topology), as well as the trustwor-

thiness evidence that must be measured throughout the operational lifecycle in order to derive the ATL

value for the required target trust propositions, bound to a specific context and scope. At the same time,

as explained below, the overarching risk analysis determines the RTL values that must be satisfied by the

measured ATL values in order to establish and maintain a trust relationship during the runtime operation

of the topology.
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Semantic Consistency between RTL and ATL

A primary challenge in RTL derivation is ensuring semantic consistency between RTL and ATL. Since

trust decisions are made by comparing ATL with RTL, both metrics must be expressed using the same

trust model and quantification semantics. Specifically:

• The belief component must represent the same property in both RTL and ATL. A mismatch in what

belief represents—for instance, integrity versus availability—would render the comparison invalid.

• The disbelief quantification must align, ensuring that the negative evidence observed at runtime is

consistently mapped to the risk factors that determine the maximum acceptable disbelief levels in

RTL.

• The uncertainty measurement must be compatible - RTL uncertainty (reflecting incomplete knowl-

edge during design) and ATL uncertainty (reflecting missing evidence at runtime) must quantify the

same property: lack of information about the trustworthiness of an entity.

Without semantic alignment, comparing ATL ≥ RTL becomes an invalid operation, as metrics would be

measuring fundamentally different properties despite using the same mathematical representation.

8.3.2 Evidence Weighting and Trust Opinion Formation

The challenge of semantic consistency extends to the operational level of trust assessment. When run-

time evidence is collected and monitored for specific threats, each piece of evidence contributes to the

formation of trust opinions. The weights assigned to different evidence types directly influence how belief,

disbelief, and uncertainty evolve during ATL computation.

This raises a critical question: how should evidence weights be determined such that the resulting ATL

semantics align with the RTL semantics derived from design-time risk assessment?

Consider a concrete example: let’s suppose that risk assessment identifies a threat of unauthorized

software execution on a network node, with high impact (system compromise enabling lateral movement)

and high likelihood (known exploits exist for the platform). This assessment should inform two aspects:

1. RTL threshold: The high risk translates to a stringent belief requirement (e.g., bRTL = 0.8) for

trusting the node.

2. Evidence weighting: During runtime, evidence from secure boot verification—which directly ad-

dresses this threat—should carry substantial weight in ATL calculation. If secure boot verification

succeeds, it provides strong positive evidence increasing belief significantly. Conversely, failed se-

cure boot verification should dramatically increase disbelief, as it indicates the high-risk threat is

potentially active.

In contrast, a lower-risk threat (such as non-critical configuration drift with minimal impact) should result

in both lower RTL requirements and proportionally lower evidence weights. Evidence related to this threat

would have less influence on the final ATL value.

The challenge lies in systematically deriving evidence weights from risk assessments such that the pro-

portional influence of different evidence types on ATL mirrors the relative risk priorities established during

RTL derivation. Without this alignment, runtime trust decisions may emphasize low-risk factors while

underestimating high-risk indicators, undermining the effectiveness of trust-based security mechanisms.
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8.3.3 Attack Paths and Cascading Effects

A significant complication arises when considering attack paths and cascading effects. Threats rarely

exist in isolation - successful exploitation of one vulnerability can enable subsequent attacks on other

components, creating multi-hop attack chains. The feasibility and impact of such cascading attacks may

differ substantially from individual threat assessments.

Current risk assessment methodologies (such as TARA) typically evaluate threats individually or through

manually-constructed attack scenarios. However, in dynamic network environments with complex topolo-

gies, the attack surface and feasible attack paths evolve continuously. This introduces several unresolved

questions:

• How should RTL values account for cumulative risk from cascading attacks rather than only individ-

ual threat assessments?

• When attack paths span multiple network hops or domains, how should the RTL for intermediate

nodes reflect their role in enabling downstream attacks?

• How can RTL derivation incorporate dynamic attack feasibility that changes based on runtime net-

work state and topology?

• Should nodes- that serve as potential pivoting points in attack paths- have inherently stricter RTL

requirements, even if they do not directly handle critical assets?

These challenges become particularly acute in trust-aware routing scenarios, where path selection de-

cisions depend on comparing node trustworthiness (ATL) against requirements (RTL), yet the RTL itself

should ideally reflect the cascading risk implications of including that node in a path.

8.3.4 Open Questions for Advanced RTL Derivation

The challenges outlined above motivate several research questions that must be addressed to develop

robust RTL derivation methodologies for dynamic trust-aware networks:

1. Semantic Alignment: What formal framework can ensure that RTL and ATL quantifications are

semantically compatible and enable valid comparison across different trust dimensions?

2. Evidence-Risk Mapping: How can risk assessment outputs be systematically mapped to evidence

weights such that runtime trust assessment reflects design-time risk priorities?

3. Attack Path Integration: How can attack path analysis and cascading risk propagation be incor-

porated into RTL calculation, particularly in dynamic network topologies where attack paths evolve

continuously?

4. Multi-dimensional RTL Optimization: Given that different methodologies may yield different RTL

values for belief, disbelief, and uncertainty components, what principled approach should determine

the final RTL constraints? How should trade-offs between stringent belief requirements and tolerant

uncertainty bounds be balanced?

5. Temporal Dynamics: How should RTL adapt when network topology changes, new vulnerabilities

are discovered, or threat landscapes evolve? Should RTL be recalculated in real-time or at discrete

intervals?
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6. Automatic Feasibility Calculation: How can attack feasibility, currently manually assessed by

security administrators in frameworks like TARA, be automatically quantified using techniques such

as Markov Chains for temporal attack progression and Monte Carlo simulation for probabilistic what-

if scenarios?

Addressing these questions requires moving beyond static, manually-configured risk assessments toward

dynamic, topology-aware RTL derivation that can account for cascading attacks and evolving threat sce-

narios. The detailed mechanisms for such advanced RTL calculation, including the integration of Markov

Chain models and Monte Carlo methods for automatic attack feasibility quantification, will be elaborated

in Deliverable D4.2. The following section presents existing example approaches to illustrate current

state-of-the-art methodologies and identify the specific gaps that CASTOR aims to address.

8.4 Risk-based RTL Calculation: An example approach

While the CASTOR framework is designed to be methodology-agnostic regarding RTL derivation, it is

useful to examine existing approaches that demonstrate how risk assessment outputs can be systemat-

ically translated into trust thresholds. This section presents example methodologies drawn from recent

research and standardization efforts in the automotive domain, which serve to illustrate the practical

application of risk-based RTL derivation rather than prescribing a singular solution.

Figure 8.2 illustrates the general flow from risk assessment to RTL threshold derivation. The process

begins with a technical system model and defined operational scope, and proceeds through risk assess-

ment to identify relevant threats and their associated risk levels, and culminates in the calculation of

specific RTL threshold values for belief, disbelief, and uncertainty components.

Technical
System Model

Scope

Risk
Assessment

List of Relevant
Risks

RTL Calculation RTL
Thresholds

Figure 8.2: Risk-based RTL derivation flow in CASTOR. The process translates risk assessment outputs

(attack feasibility and impact ratings) into concrete RTL threshold values.

8.4.1 Belief Component Calculation

One established approach for deriving the belief component of RTL is based on mapping risk levels from

threat analysis directly to belief thresholds. This methodology, developed in the context of automotive cy-

bersecurity, operates on the principle that higher risk scenarios necessitate stronger belief requirements.

The approach utilizes a belief threshold baseline (bt) and a risk-dependent increment to compute the

required belief level:

∆ =
1− bt

5
, 0 ≤ bt ≤ 1 (8.1)

bRTL = bt + ((Rmax − 1)×∆) (8.2)

where
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• bRTL represents the minimum required belief

• Rmax denotes the maximum risk level (on a scale of 1-5 derived from risk assessment)

• bt is an organizational baseline that ensures minimum trust requirements even in low-risk scenarios

• ∆ divides the available belief range (from bt to 1) into five equal intervals corresponding to the five

risk levels.

The baseline parameter bt is determined based on organizational risk tolerance, regulatory requirements,

or operational criticality considerations, establishing the minimum belief threshold for any scenario. Sub-

sequently, Rmax is identified by examining all threats relevant to the defined scope and selecting the

highest risk level among them. In

Equation 8.2 ensures that as risk levels increase, the required belief threshold increases proportionally,

with the baseline bt providing a safety margin that prevents RTL from falling to zero, even for low-risk sce-

narios. The division by 5 in Equation 8.1 corresponds to the standardized five-level risk scale commonly

employed in automotive risk assessment frameworks.

8.4.2 The Role of Attack Feasibility in Risk Assessment

A critical component of the risk level calculation is the attack feasibility assessment. In current practice,

attack feasibility is manually determined by security analysts. This process involves:

• Identifying potential attack vectors and entry points

• Analyzing the steps required for an attacker to exploit vulnerabilities

• Evaluating the resources, expertise, and time required for successful exploitation

• Considering existing security controls and their effectiveness

• Constructing attack scenarios that chain multiple exploit steps

Example: A security analyst evaluating a network routing node subject to route injection attacks would

examine: (1) whether the routing protocol implementation has known vulnerabilities (attack vector identi-

fication), (2) the complexity of crafting malicious routing advertisements (exploit steps), (3) the attacker’s

required knowledge of routing protocols and access to the network segment (resources and expertise),

(4) the presence of route validation mechanisms such as cryptographic authentication or anomaly detec-

tion (existing controls), and (5) whether successful route injection enables subsequent attacks on data

flowing through the compromised path (attack chaining). If the routing protocol lacks authentication, uses

default configurations, and there are publicly available exploit tools, the analyst might assign a feasibility

rating of ”High”. Combined with the severe impact of routing manipulation (affecting data integrity and

availability across the network), this produces a high risk level (Rmax = 4 or 5) that directly influences the

calculation of the RTL through Equations 8.1 and 8.2.

This manual assessment produces a feasibility rating (typically on a scale from ”very low” to ”high”)

which, combined with impact ratings, yields the overall risk level R used in RTL calculation. While this

approach is effective for design-time analysis of relatively static systems, it presents significant limitations

for dynamic network environments.
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8.4.3 Disbelief and Uncertainty Components

The RTL framework recognizes that trust assessment encompasses not only belief but also acceptable

bounds on disbelief and uncertainty. Methodologies have been developed for calculating these compo-

nents independently, each accounting for distinct aspects of system trustworthiness:

Disbelief thresholds are derived from impact analysis and residual risk considerations. The approach

examines the potential consequences across multiple dimensions, that is, safety, economic, operational,

and privacy impacts, and establishes maximum acceptable disbelief levels based on the severity of these

impacts. Higher potential impacts necessitate lower disbelief tolerance. The calculation typically employs

weighted impact ratings:

dRTL = f(weighted impact across safety, economic, operational, privacy) (8.3)

Where the function f inversely relates impact to acceptable disbelief, ensuring that high-impact scenarios

demand near-zero tolerance for negative evidence. Uncertainty thresholds are determined by factors

distinct from direct risk assessment, specifically:

• Detectability: The system’s capability to identify misbehaviour or security incidents through mon-

itoring mechanisms

• Required assurance level: The degree of confidence needed based on operational criticality and

regulatory requirements

Systems with high detectability can tolerate greater uncertainty, as anomalies can be identified and ad-

dressed before they lead to failures. Conversely, safety-critical functions with low detectability require

very low uncertainty thresholds to ensure adequate confidence despite limited observability.

These separate calculation methodologies for belief, disbelief and uncertainty reflect an important char-

acteristic of RTL derivation: each trust opinion component may be influenced by different risk factors and

require distinct assessment approaches. This raises the question of how to optimally balance these three

dimensions when determining final RTL constraints, a question that remains an active area of research.

8.4.4 Limitations of Current Approaches and the CASTOR Gap

The methodologies presented above represent the state-of-the-art in risk-based RTL derivation for au-

tomotive and connected vehicle domains. However, they exhibit critical limitations when applied to the

dynamic, topology-aware trust assessment scenarios that CASTOR addresses:

Manual Attack Feasibility Assessment

Current approaches rely on security analysts to manually construct attack scenarios and assess feasibil-

ity. This manual process:

• Cannot scale to large, dynamic network topologies with hundreds or thousands of potential attack

paths

• Fails to account for runtime changes in network configuration, node availability, or vulnerability

status

• May miss non-obvious multi-hop attack chains that emerge from the interaction of multiple low-

severity vulnerabilities

• Provides only static, point-in-time assessments that do not reflect evolving threat landscapes
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Lack of Cascading Risk Integration

The risk assessment methodologies underlying current RTL derivation typically evaluate threats in isola-

tion or through predefined attack scenarios. They do not systematically account for:

• Cascading attacks where compromise of one node enables subsequent attacks on connected

nodes

• Risk propagation through network paths, where a trusted path may traverse untrusted intermediate

nodes

• The cumulative effect of multiple medium-risk nodes in an attack chain exceeding the risk of any

individual node

• Dynamic changes in attack feasibility as network topology evolves during operation

8.4.5 Requirements for Advanced RTL Derivation in CASTOR

To address these limitations and enable effective trust-based routing in dynamic network environments,

CASTOR must extend current RTL derivation methodologies in several key dimensions. The following

requirements will be addressed in detail in Deliverable D4.2:

1. Automatic Attack Path Identification: Develop algorithms to automatically identify feasible attack

paths in network topologies, considering multi-hop chains and evolving vulnerability landscapes

without manual security analyst intervention.

2. Temporal Attack Progression Modeling: Integrate Markov Chain models to capture the temporal

dynamics of attacks, representing how attackers transition between network states and accumulate

capabilities through sequential compromises.

3. Probabilistic Attack Feasibility Quantification: Employ Monte Carlo simulation techniques to

generate probabilistic assessments of attack feasibility under uncertainty, enabling ”what-if” sce-

nario analysis for diverse threat models and defensive postures.

4. Cascading Risk Aggregation: Develop mechanisms to quantify cumulative risk along multi-hop

paths, accounting for risk propagation and amplification effects that emerge from attack chaining.

5. Multi-dimensional RTL Optimization: Establish principled approaches for balancing trade-offs

between belief, disbelief, and uncertainty thresholds when different calculation methodologies yield

conflicting requirements, particularly in scenarios where strict belief requirements conflict with un-

certainty tolerance needs.

6. Dynamic RTL Adaptation: Define mechanisms for updating RTL values in response to topology

changes, newly discovered vulnerabilities, or evolving threat intelligence, while maintaining consis-

tency with ongoing trust assessments.

7. Topology-aware Risk Assessment: Extend risk calculation to account for the structural properties

of network graphs, recognizing that a node’s role in potential attack paths (e.g., as a gateway or

pivoting point) influences its required trust level independent of its intrinsic vulnerability profile.

These requirements represent the core challenges that distinguish CASTOR’s approach to RTL derivation

from existing methodologies. The detailed technical mechanisms for addressing each requirement, in-

cluding specific algorithms for Markov Chain-based attack progression modeling and Monte Carlo-based

feasibility quantification, will be elaborated in Deliverable D4.2.
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8.4.6 Methodology Flexibility

It is important to emphasize that the equations and approaches presented in this section represent one

possible instantiation of risk-based RTL derivation, drawn from automotive cybersecurity frameworks.

The CASTOR architecture does not mandate any specific calculation methodology. Organizations may

adapt these formulations, develop alternative mappings, or incorporate additional factors such as:

• Compliance requirements and regulatory constraints

• Operational considerations specific to network domains (e.g., industrial control systems vs. vehic-

ular networks)

• Domain-specific threat models and attack taxonomies

• Organizational risk tolerance and security policies

The key requirement is that the chosen methodology produces quantifiable RTL values that can be consis-

tently compared against runtime ATL assessments. This flexibility allows the framework to accommodate

different operational domains, risk assessment standards, and organizational risk management practices

while maintaining the fundamental principle of trust-based decision making through quantified threshold

comparison.

8.5 Link with Trust Assessment

The RTL framework presented in this chapter is designed to integrate seamlessly with the runtime trust

assessment mechanisms discussed in earlier chapters. This section briefly outlines how RTL thresholds

interact with ATL computation to enable trust-based decision making in CASTOR.

8.5.1 Runtime Trust Decision Process

At runtime, the TAF continuously evaluates entities (nodes, data sources, communication channels) by

collecting evidence from multiple trust sources and computing ATL opinions in the form of subjective logic

triplets (bATL, dATL, uATL). The trust decision is made by comparing this runtime assessment against the

design-time RTL thresholds:

Trust Decision =

{

Accept if bATL ≥ bRTL AND dATL ≤ dRTL AND uATL ≤ uRTL

Reject otherwise
(8.4)

All three constraints must be satisfied simultaneously for an entity to be deemed trustworthy. If any single

threshold is violated- insufficient belief, excessive disbelief, or unacceptable uncertainty- the trust decision

fails, triggering alternative actions such as rejecting data, avoiding routing paths through the untrusted

node, or escalating to human operators for manual intervention.

8.5.2 Integration with Trust-Aware Routing

In the context of CASTOR’s trust-aware routing mechanisms, RTL plays a critical role in path selection

decisions. When evaluating candidate routing paths, each intermediate node along a potential path must

satisfy its corresponding RTL requirements. The path-level trust assessment aggregates individual node
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ATL values using subjective logic conjunction. For a path to be deemed trustworthy, each intermediate

node must satisfy its individual RTL requirements, and the aggregated path-level trust must reflect the

cumulative trustworthiness of all constituent elements.

This integration creates a feedback loop between risk assessment and trust assessment:

• Design-time: Risk assessment derives RTL thresholds based on threat analysis and impact eval-

uation.

• Runtime: Trust assessment monitors evidence, computes ATL, and compares against RTL.

• Decision: Routing mechanisms accept or reject paths based on trust decisions, effectively opera-

tionalizing risk-based security requirements.

• Adaptation: Observed attack patterns or trust violations feed back into risk models, potentially

triggering RTL recalculation for enhanced security posture.

8.5.3 Handling Trust Decision Failures

When an entity fails to meet RTL requirements (ATL ≱ RTL), CASTOR must respond appropriately based

on the operational context:

• Data validation: Reject messages or data originating from untrusted sources, preventing poten-

tially compromised information from influencing system behavior.

• Path avoidance: Exclude untrusted nodes from routing path selection, even if they offer shorter or

lower-latency routes, prioritizing security over performance.

• Degraded service: Accept data or utilize paths with reduced functionality, such as limiting band-

width, applying additional verification steps, or restricting access to sensitive operations.

• Alerting and logging: Generate security events for monitoring systems, enabling detection of

emerging threats or systematic trust degradation across network segments.

• Re-assessment: Trigger additional evidence collection or invoke alternative trust sources to obtain

higher-confidence ATL assessments before making final decisions.

The specific response strategy depends on the application requirements, the severity of the trust violation

(e.g., marginal vs. significant RTL failure), and the availability of alternative trusted resources.

8.5.4 Evolution of RTL in Operational Systems

While RTL is primarily a design-time artifact, it is not entirely static. As systems evolve—through software

updates, topology changes, discovery of new vulnerabilities, or shifts in threat landscapes—RTL values

may require recalculation to maintain alignment between design-time risk assessments and runtime se-

curity requirements. The mechanisms for dynamic RTL adaptation, including triggers for re-assessment

and methods for ensuring consistency during transitions, will be addressed in Deliverable D4.2 as part of

the advanced RTL derivation framework.
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8.5.5 Summary

RTL serves as the critical bridge between design-time risk analysis and runtime trust-based decision

making. By establishing quantifiable thresholds derived from systematic risk assessment, RTL enables

CASTOR to operationalize security requirements in a measurable, consistent, and auditable manner.

The trust decision mechanism (Equation 8.4) provides a clear, objective criterion for accepting or reject-

ing entities based on their demonstrated trustworthiness, ensuring that the dynamic trust assessment

framework remains grounded in rigorous risk-based foundations.
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Chapter 9

Optimization

9.1 Optimization Vocabulary

• Trusted Path Routing: Routing approach that selects end-to-end network paths by jointly optimiz-

ing network performance and trust-related constraints.

• Network Graph: Directed graph representation of the network, where nodes correspond to devices

and edges to communication links.

• Feasible Path: A loop-free path between a source and destination that satisfies all policy, trust,

and performance constraints.

• Objective Vector: A vector of network- and trust-related metrics used to evaluate and compare

candidate paths.

• Multi-objective Optimization: Optimization framework that simultaneously considers multiple, po-

tentially conflicting objectives.

• Trust Constraint: Requirement enforcing that a path-level trust metric exceeds a predefined mini-

mum threshold.

• Forbidden Nodes or Links: Network elements excluded from routing due to security, policy, or

regulatory restrictions.

• Pareto Dominance: A solution dominates another if it is no worse in all objectives and strictly better

in at least one.

• Pareto Front: The set of all non-dominated solutions representing optimal trade-offs among objec-

tives.

• Network-related Attributes: Scalar metrics such as latency, bandwidth, availability, and resource

utilization.

• Trust-related Attributes: Metrics expressing confidence in the secure, reliable, and policy-compliant

behavior of network elements.

• Subjective Logic Opinion: Trust representation defined by belief, disbelief, uncertainty, and base

rate.

• Projected Probability: Scalar value derived from a Subjective Logic opinion, combining belief and

uncertainty for optimization.
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• Path-level Aggregation: Process of combining node- and edge-level attributes into path-level met-

rics.

• Multi-objective Dijkstra Algorithm: Exact label-setting algorithm that computes all Pareto-optimal

paths in multi-objective shortest path problems.

• Dimensionality Reduction: Reduction of the number of optimization objectives by aggregating

attributes to improve scalability.

• Bi-objective Optimization: Optimization formulation balancing one aggregated network objective

and one aggregated trust objective.

• Quantum Annealing: Optimization paradigm that seeks the minimum of an Ising Hamiltonian using

quantum-mechanical effects.

• Quantum-inspired Optimization: Classical algorithms that emulate quantum or physical dynamics

while running on conventional hardware.

• Simulated Bifurcation: Hamiltonian-based classical algorithm exploiting bifurcation dynamics to

solve Ising-type problems.

• Ballistic Simulated Bifurcation: Nonadiabatic variant of Simulated Bifurcation using momentum-

driven dynamics for faster convergence.

• Discrete Simulated Bifurcation: Simulated Bifurcation variant that discretizes interaction terms to

improve robustness.

• Ising Hamiltonian: Energy function defining interactions between binary spin variables, whose

minimum encodes the solution.

• Quadratic Unconstrained Binary Optimization (QUBO): Binary optimization framework using

quadratic cost functions compatible with Ising-based solvers.

• Scalarization: Technique converting multiple objectives into a single objective, typically via weighted

combinations.

• Augmented Lagrangian Method: Constraint-handling approach combining penalty terms and La-

grange multipliers to improve feasibility.

9.2 Problem formulation

Trusted Path Routing addresses the problem of selecting end-to-end communication paths that jointly

satisfy network performance requirements and trust-related constraints within the CASTOR architecture.

In contrast to traditional routing approaches that rely solely on network-centric metrics, trusted path rout-

ing treats trust as an integral dimension of the routing decision. The objective is therefore to identify paths

that balance performance, reliability, and trustworthiness, in accordance with service requirements and

security policies introduced in earlier sections of this deliverable.

Let the network be represented by a directed graph

G = (V,E), (9.1)

where the vertices V denote the set of nodes and the edges E the communication links. For a given

source–destination pair (s, t) ∈ V × V , let

Π(s, t) (9.2)
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denote the set of all feasible paths connecting s to t.

Each path π ∈ Π(s, t) is associated with a vector of objective values

f(π) =
(

f1(π), f2(π), . . . , fm(π)
)

, (9.3)

where each component fi(π) represents an aggregated network- or trust-related attribute characterizing

the path. These attributes capture performance, reliability, and trust properties, and are derived from

node- and edge-level metrics defined on the underlying graph.

The trusted path routing problem is thus formulated as a multi-objective optimization problem:

min
π∈Π(s,t)

f(π) (9.4)

subject to π ∈ Π(s, t),

Ti(π) ≥ τi, i = 1, . . . , N,

π ∩ Vforbidden = ∅,

gj(π) ≤ cj, j = 1, . . . , J.

The constraint π ∈ Π(s, t) enforces path feasibility, ensuring that the selected solution corresponds to

a valid, loop-free path connecting the source node s to the destination node t in the network graph.

The constraints Ti(π) ≥ τi, for i = 1, . . . , N , represent trust-related requirements. Each function Ti(π)
denotes a path-level trust measure associated with a specific trust property, such as integrity, confiden-

tiality, or reliability. The corresponding threshold τi defines the minimum acceptable level for that property,

allowing multiple independent trust dimensions to be enforced simultaneously.

The constraint π ∩ Vforbidden = ∅ captures policy and security restrictions, excluding nodes or links that

are disallowed due to administrative policies, regulatory requirements, or security considerations. Finally,

the constraints gj(π) ≤ cj , for j = 1, . . . , J , impose network performance or resource bounds. These

constraints limit aggregated path-level metrics such as latency, bandwidth consumption, or resource uti-

lization, ensuring that selected paths satisfy predefined quality-of-service or capacity requirements.

The formulation above naturally leads to a multi-objective optimization setting, as the objective vector

f(π) =
(

f1(π), . . . , fm(π)
)

(9.5)

generally comprises multiple, potentially conflicting network- and trust-related criteria. Contrary to single-

objective optimization, where a unique optimal solution can typically be identified, multi-objective opti-

mization admits no single best solution. Instead, optimality is defined in terms of Pareto dominance[45] ,

yielding a set of trade-off solutions.

Let

Y =
{

f(π) | π ∈ Π(s, t)
}

(9.6)

denote the set of attainable objective vectors. A path π1 ∈ Π(s, t) is said to dominate another path

π2 ∈ Π(s, t) if it is no worse in all objectives and strictly better in at least one, i.e.,

f(π1) ≻ f(π2). (9.7)

The Pareto front [45] (also referred to as the Pareto frontier or Pareto curve) is defined as the set of all

non-dominated objective vectors in Y , corresponding to Pareto-optimal paths. Accordingly, the output

of the Optimization Engine is not a single path but a set of Pareto-optimal or near-optimal paths, each

representing a different trade-off between network performance and trust-related objectives.

In this context, a feasible solution corresponds to any path π ∈ Π(s, t) satisfying all imposed constraints.

A feasible path is considered dominated if there exists another feasible path whose objective vector

dominates it, while a non-dominated path represents a Pareto-optimal solution. The collection of such

non-dominated paths therefore characterizes the trade-offs inherent in the trusted path routing problem

and supports the selection of ranked alternatives, such as primary and backup paths.
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9.2.1 Network and Trust Attributes

The Optimization Engine operates on the above network abstraction as a multi-weighted graph, where

both nodes v ∈ V and edges e ∈ E are annotated with multiple attributes. These attributes include

network-related metrics, such as performance, availability, and resource status, as well as trust-related

attributes provided by the Trust Assessment Framework (TAF). This unified representation enables trusted

path routing to be addressed systematically as a multi-objective optimization task, in which network effi-

ciency and trustworthiness are optimized simultaneously. The nature and representation of these hetero-

geneous attributes, which capture complementary aspects of system behavior and reflect the dual nature

of the routing problem, are described in the following section.

Network-related attributes. Network-related attributes are modeled as numerical scalar metrics that

characterize the performance, availability, and resource status of nodes and links. Representative ex-

amples include latency, hop count, bandwidth, packet loss, availability, and utilization-related metrics.

Network-related attributes are defined at the level of nodes and links and represent performance-, availability-

, and resource-related properties.

The manner in which these attributes are aggregated along candidate paths is not specified at this stage

and is described in detail in Section 9.2.4. Rather than enforcing a fixed aggregation rule, the Optimiza-

tion Engine supports configurable aggregation functions, allowing network metrics to be interpreted and

combined according to the requirements expressed in each path profile.

Trust-related attributes. Trust-related attributes capture the degree of confidence that nodes and links

behave as expected with respect to security, reliability, and policy compliance. In accordance with the

trust model defined in Chapter 4 of this deliverable, trust attributes are represented using Subjective

Logic opinions [26]

ω = (b, d, u, a), (9.8)

where belief b, disbelief d, uncertainty u, and base rate a jointly encode available evidence and epistemic

uncertainty. These opinions may be binomial or multinomial, enabling the representation of both simple

trust propositions and more complex trust assessments.

Trust opinions are produced and continuously updated by the Trust Assessment Framework (TAF), which

integrates evidence from multiple sources and reflects the dynamic nature of trust in operational environ-

ments. At this stage, trust attributes are treated abstractly as path-relevant quantities; their projection to

scalar values and their aggregation along paths are described in subsequent sections.

9.2.2 From Opinions to Projected Probabilities

Subjective Logic provides a principled framework for representing trust by explicitly modeling belief, un-

certainty, and base rate. However, the optimization procedures employed by the Optimization Engine

operate on scalar quantities and require numerical representations in order to evaluate, compare, and

rank candidate solutions. To bridge this gap, trust opinions associated with nodes and edges are mapped

to scalar values through the use of projected probabilities.

Given a Subjective Logic opinion

ω = (b, d, u, a), (9.9)

the projected probability is defined as [26]

P (ω) = b+ a · u. (9.10)
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This quantity corresponds to the expected probability that the underlying trust proposition holds, condi-

tioned on the available evidence and the base rate. The contribution of uncertainty is explicitly retained

through the term a · u, ensuring that incomplete or ambiguous evidence is neither ignored nor overem-

phasized.

The adoption of projected probabilities constitutes a controlled abstraction that preserves the decision-

relevant semantics of trust while enabling its integration into numerical optimization frameworks. By ex-

pressing trust attributes as scalar values, they can be aggregated along candidate paths and combined

with network-related metrics within a unified multi-objective optimization formulation. This mapping there-

fore provides the essential interface between the trust representation mechanisms introduced earlier and

the optimization methodology developed in the subsequent sections.

9.2.3 Path-level Composition of Trust and Network Attributes

Path evaluation in the Optimization Engine is based on the aggregation of network and trust attributes

along candidate paths. Given a candidate path

π = (v0, e1, v1, . . . , en, vn), (9.11)

path-level attributes are derived by combining the node- and edge-level metrics associated with the ele-

ments of the path.

Network-related attributes are aggregated along candidate paths according to aggregation functions

specified by the selected path profile. The choice of aggregation function depends on the semantics

of each metric and may include additive aggregation (e.g., latency), multiplicative aggregation (e.g., avail-

ability), or extremal operators (e.g., minimum residual bandwidth). This flexible aggregation framework

enables heterogeneous network metrics, defined at the level of nodes and links, to be consistently com-

posed into meaningful path-level quantities for optimization.

In contrast, trust-related attributes are composed using the Subjective Logic conjunction (multiplication)

operator, which enables reasoning about the joint satisfaction of multiple trust conditions. At the optimiza-

tion level, the corresponding projected probabilities are combined multiplicatively to obtain a path-level

trust value:

P (π) =
∏

x∈π

P (ωx), (9.12)

where ωx denotes the trust opinion associated with node or edge x. This formulation reflects the require-

ment that a path is considered trustworthy only if all of its constituent elements satisfy the required trust

properties.

The resulting aggregated network and trust attributes provide a unified quantitative characterization of

each candidate path and form the basis for the multi-objective optimization process.

9.3 Methodologies analysis

This section describes the algorithmic methodologies adopted to solve the trusted path routing problem

formulated in the previous sections. Within the CASTOR project, the use of Quantum Annealing (QA) [39]

was initially proposed as a promising approach for addressing the underlying combinatorial optimization

problem through QUBO formulations [38] . However, current limitations of quantum hardware, particularly

in terms of qubit count and connectivity, do not yet allow the practical deployment of QA for networks of

realistic scale [37, 32, 1]. To address these limitations, CASTOR adopts a hybrid algorithmic strategy that

complements existing routing technologies and control-plane mechanisms. Current routing frameworks,

such as Segment Routing (SR) and Flex-Algo, do not natively support true multi-objective shortest path
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computation, but instead rely on predefined cost functions, constraints, and multiple algorithm instances.

In contrast, CASTOR introduces state of the art exact classical multi-objective shortest path algorithms

[13, 42] to explicitly address the full multi-objective routing problem. The ability to deploy these algorithms

in real time or in a planning context is determined by the scalability and performance of the underlying

optimization engine, rather than by limitations of the routing model itself. In parallel, CASTOR explores

quantum-inspired optimization techniques [48] as scalable alternatives in order to preserve the concep-

tual framework introduced during the proposal phase, namely the use of QUBO and Ising formulations

originally envisaged for Quantum Annealing. These methods operate on classical hardware while retain-

ing annealing-inspired dynamics and Hamiltonian-based problem representations, allowing CASTOR to

maintain the intended optimization paradigm despite current quantum hardware constraints. In addition,

physics-inspired classical heuristic algorithms, such as Simulated Annealing [3], are considered as stan-

dard stochastic solvers for Ising-type formulations, providing a well-established reference for evaluating

the behavior and performance of quantum-inspired dynamics on equivalent problem representations.[

9.3.1 Exact algorithms

Multi-objective Dijkstra

The Multi-Objective Dijkstra Algorithm (MOD) [13], also referred to as the Multiobjective Dijkstra Algorithm

(MDA), is an exact label-setting algorithm for the Multiobjective Shortest Path (MOSP) problem. It gener-

alizes the classical Dijkstra algorithm [17]to the case where multiple, potentially conflicting objectives are

optimized simultaneously and aims to compute a minimum complete set of Pareto-optimal paths between

a source node and all reachable nodes in the network.

In contrast to single-objective shortest path algorithms, MOD associates each node with a set of labels,

where each label represents a distinct non-dominated cost vector corresponding to a feasible path from

the source to that node. A label encodes both the accumulated objective values and a reference to its

predecessor, allowing efficient path reconstruction while avoiding explicit storage of full paths. Dominance

relations between labels are evaluated using the Pareto order, and dominated labels are discarded to

prune the search space.

The algorithm follows a label-setting strategy. At each iteration, a lexicographically smallest tentative label

is extracted from a priority queue and made permanent, meaning it is guaranteed to be non-dominated.

This property relies on the principle of optimality, which holds under the assumption of non-negative

arc costs and ensures that efficient paths are composed of efficient subpaths. Once a label becomes

permanent, it is extended along outgoing edges to generate new candidate labels, which are then filtered

through dominance checks before being considered for further expansion.

A key distinguishing feature of the MDA is that at most one tentative label per node is stored in the priority

queue at any time, bounding the queue size by the number of nodes in the graph. This design choice

significantly reduces memory usage and allows the algorithm to achieve an output-sensitive complexity,

where the running time depends not only on the network size but also on the cardinality of the Pareto

front. While the worst-case complexity grows with the number of objectives and the number of efficient

paths per node, the algorithm is provably more efficient than classical label-setting approaches such as

Martins’ algorithm and has demonstrated substantial performance gains in practice.

The computational complexity of Dijkstra-based shortest path algorithms depend strongly on the number

of optimization objectives d. Table 9.1 summarizes the asymptotic running time of the classical Dijkstra

algorithm, the bi-objective case, and the general multi-objective case, as reported in Maristany de las

Casas et al. (2021).

Here, n is the number of nodes in the network graph, m the number of edges in the network graph, d

the number of objective functions (optimization criteria), N the total number of Pareto-optimal (efficient)
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Table 9.1: Running time of Dijkstra-based algorithms depending on the number of objectives

Number of objectives d Running time (output-sensitive form)

d = 1 O(n log n+m)
d = 2 O(N log n+Nmax m)
d ≥ 3 O(d (N log n+N 2

max m))

paths generated by the algorithm, and Nmax the maximum number of Pareto-optimal paths associated

with any single node.

In the context of CASTOR, the multi-objective Dijkstra algorithm serves as the baseline exact method

for computing trusted paths and extracting the full Pareto front. It provides a reference against which

reduced-dimensional formulations and quantum-inspired optimization methods are evaluated. However,

as the number of objectives increases, the size of the Pareto front may grow rapidly, motivating the use

of dimensionality reduction strategies and alternative optimization approaches discussed in the following

sections.

9.3.2 Dimensionality Reduction via Attribute Conjunction

The complexity results summarized in Table 9.1 illustrate the strong dependence of Dijkstra-based multi-

objective shortest path algorithms on the number of optimization criteria. While the single-objective case

admits a polynomial-time solution, the introduction of additional objectives leads to a rapid increase in

the number of efficient paths that must be maintained during the search. As shown in the table, the

bi-objective case remains output-sensitive, with computational cost scaling proportionally with the size

of the Pareto front. In contrast, when three or more objectives are considered, the complexity exhibits

a quadratic dependence on the maximum number of efficient paths per node, reflecting the increasing

cost of dominance checks and label management. These observations provide a clear algorithmic justi-

fication for restricting the optimization to two objectives whenever possible, motivating the adoption of a

bi-objective formulation in the following sections.

To reduce the computational complexity of the optimization problem, a dimensionality reduction step can

be applied prior to path computation. For trust-related attributes, dimensionality reduction is achieved

through the use of the Subjective Logic conjunction operator across multiple trust opinions associated with

the same node or edge. For example, separate opinions expressing trust in integrity and confidentiality

can be conjuncted into a single composite opinion representing the joint satisfaction of both properties.

This composite opinion preserves the semantics of trust under uncertainty and is subsequently projected

onto a scalar probability, yielding a single trust value suitable for optimization.

In contrast, network-related attributes generally do not admit conjunction-based composition, as they

represent heterogeneous performance metrics with distinct physical interpretations. Instead, alternative

aggregation strategies can be employed to reduce dimensionality, such as weighted combinations, profile-

specific cost functions, or policy-driven scalarization. These approaches allow multiple network metrics

to be collapsed into a single aggregated network objective while retaining their relative importance as

defined by service requirements.

Following these reductions, the original high-dimensional multi-objective optimization problem can be

reformulated as a bi-objective optimization problem, typically balancing one aggregated network objec-

tive against one aggregated trust objective. As discussed in [13], bi-objective formulations significantly

improve algorithmic scalability. In particular, they limit the growth of the Pareto front and enable the

use of more efficient, output-sensitive shortest path algorithms. This makes bi-objective optimization

especially well suited for large-scale and dynamic network environments, where exact high-dimensional

multi-objective methods may become computationally prohibitive.
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9.3.3 Quantum- and Physics-Inspired algorithms

Quantum Annealing (QA) is an optimization paradigm that seeks the ground state of an Ising Hamiltonian

by exploiting fundamental quantum-mechanical effects. Its evolution relies on quantum superposition,

which enables the simultaneous exploration of multiple configurations, and quantum tunneling, which al-

lows the system to transition through energy barriers rather than over them. These mechanisms can

be particularly effective in escaping narrow or deep local minima that often hinder classical optimization

methods. As such, QA provides a natural computational framework for solving combinatorial optimiza-

tion problems formulated in QUBO or Ising form. Despite these conceptual advantages, the practical

deployment of QA within the CASTOR project is currently constrained by the limitations of available

quantum hardware. In particular, the restricted number of qubits, limited connectivity, noise, and embed-

ding overhead prevent the direct application of QA to network optimization problems of realistic scale and

complexity [39]. These hardware constraints significantly limit the size of problem instances that can be

addressed and motivate the exploration of alternative approaches. To overcome these limitations while

retaining the mathematical structure and physical intuition of QA, CASTOR investigates quantum-inspired

optimization techniques. These methods map combinatorial optimization problems onto physical systems

whose low-energy states correspond to optimal or near-optimal solutions, but are executed entirely on

classical hardware, overcoming scalability issues. Typical examples include quantum annealing–inspired

algorithms [48] that simulate the dynamics of quantum or analog Ising machines [33], such as sim-

ulated coherent Ising machines (SimCIM) and related nonlinear oscillator–based approaches. These

techniques relax discrete variables into continuous ones and employ annealing-like or dynamical evolu-

tion schemes to efficiently explore complex energy landscapes. Within this family, Simulated Bifurcation

(SB) [24] emerges as a particularly relevant approach. SB is a Hamiltonian-based, fully classical algo-

rithm that exploits bifurcation phenomena in nonlinear dynamical systems to solve Ising-type optimization

problems. By closely emulating the adiabatic dynamics underlying quantum annealing, while avoiding

the constraints of quantum hardware, SB provides a scalable and practical alternative for QUBO-based

optimization and forms the primary quantum-inspired methodology investigated in this work.

9.3.4 Simulated Bifurcation – General Description

Simulated Bifurcation (SB) is a quantum-inspired optimization algorithm derived from the classical sim-

ulation of adiabatic evolutions in nonlinear Hamiltonian systems exhibiting bifurcation phenomena. The

method is inspired by quantum adiabatic optimization with nonlinear oscillators, but it operates entirely

within a classical-mechanical framework. Continuous dynamical variables evolve under a time-dependent

Hamiltonian, and bifurcations in the system drive the variables toward discrete states corresponding to

Ising spins. The final solution is obtained by taking the sign of these variables, which encodes a low-

energy configuration of the target Ising Hamiltonian.

Depending on how the underlying dynamical evolution is implemented and controlled, SB admits several

algorithmic variants that trade off adiabaticity, convergence speed, and robustness. In particular, three

main flavors are commonly considered: adiabatic Simulated Bifurcation (aSB) [24] , ballistic Simulated

Bifurcation (bSB), and discrete Simulated Bifurcation (dSB) [23]. In the context of the CASTOR project,

the focus is placed on bSB and dSB, as these variants have been shown to exhibit increased robustness

and faster convergence compared to the adiabatic formulation, making them more suitable for large-scale

and practical optimization scenarios.

Definition of Simulated Bifurcation parameters. The dynamics of both ballistic and discrete Simu-

lated Bifurcation are governed by three global parameters: a0, a(t), and c0.

The parameter a(t) is a time-dependent control parameter that is increased from zero during the evo-

lution. Its role is to induce bifurcations in the system by destabilizing the trivial equilibrium at xi = 0,
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thereby driving the dynamical variables toward the discrete attractors corresponding to Ising spin states.

The parameter a0 > 0 is a constant that sets the characteristic time scale of the Hamiltonian dynamics

and determines the coupling between the position variables xi and their conjugate momenta yi. In the

implementation considered in this work, a0 is fixed to a constant value.

The parameter c0 > 0 scales the interaction term and encodes the strength of the Ising couplings into

the Simulated Bifurcation dynamics. It determines the relative influence of the coupling matrix Jij on the

system evolution.

Ballistic Simulated Bifurcation (bSB). Ballistic Simulated Bifurcation is a nonadiabatic variant de-

signed to improve convergence speed and solution quality. Instead of slowly tracking bifurcating minima,

the system undergoes rapid, momentum-driven dynamics that push variables toward discrete bound-

aries. Perfectly inelastic constraints force variables to settle at their binary limits, ensuring convergence

to stable local minima of the Ising energy.

Hamiltonian formulation. The Hamiltonian of the ballistic SB system is defined as

HbSB =
a0

2

N
∑

i=1

y2i + VbSB, (9.13)

with the potential term

VbSB = −
a0 − a(t)

2

N
∑

i=1

x2
i −

c0

2

N
∑

i=1

N
∑

j=1

Ji,j xixj, for |xi| ≤ 1. (9.14)

Outside this domain, the potential is defined as

VbSB =∞, (9.15)

corresponding to perfectly inelastic walls at xi = ±1.

Continuous-time dynamics. For each spin i = 1, . . . , N , the equations of motion are given by

ẋi = a0 yi, (9.16)

ẏi = −
[

a0 − a(t)
]

xi + c0

N
∑

j=1

Ji,j xj. (9.17)

Discrete-time update (symplectic Euler). Using a symplectic Euler discretization with time step ∆t,

the update equations read

y
(k+1)
i = y

(k)
i +

(

−
[

a0 − a(tk)
]

x
(k)
i + c0

N
∑

j=1

Ji,j x
(k)
j

)

∆t, (9.18)

x
(k+1)
i = x

(k)
i + a0 y

(k+1)
i ∆t. (9.19)

If |x
(k+1)
i | > 1, perfectly inelastic boundary conditions are enforced:

x
(k+1)
i ← sgn

(

x
(k+1)
i

)

, y
(k+1)
i ← 0. (9.20)
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Discrete Simulated Bifurcation (dSB). Discrete Simulated Bifurcation is an enhanced SB variant de-

signed to suppress analog errors and improve solution accuracy. In dSB, continuous interaction terms

are partially discretized by replacing neighboring dynamical variables with their signs when computing

coupling forces. This modification introduces discontinuities that enable tunneling-like transitions in the

classical dynamics, allowing the system to escape local minima while preserving the parallel nature of

the SB framework.

Hamiltonian formulation. The Hamiltonian of the discrete SB system is defined as

HdSB =
a0

2

N
∑

i=1

y2i + VdSB, (9.21)

with

VdSB = −
a0 − a(t)

2

N
∑

i=1

x2
i − c0

N
∑

i=1

N
∑

j=1

Ji,j xi sgn(xj), for |xi| ≤ 1, (9.22)

and

VdSB =∞ (9.23)

otherwise.

Continuous-time dynamics. The equations of motion for dSB are given by

ẋi = a0 yi, (9.24)

ẏi = −
[

a0 − a(t)
]

xi + c0

N
∑

j=1

Ji,j sgn(xj). (9.25)

Discrete-time update. The corresponding discrete-time updates are

y
(k+1)
i = y

(k)
i +

(

−
[

a0 − a(tk)
]

x
(k)
i + c0

N
∑

j=1

Ji,j sgn
(

x
(k)
j

)

)

∆t, (9.26)

x
(k+1)
i = x

(k)
i + a0 y

(k+1)
i ∆t. (9.27)

As in the ballistic case, boundary conditions are enforced whenever |xi| > 1:

xi ← sgn(xi), yi ← 0. (9.28)

Extraction of the spin configuration. Both ballistic and discrete Simulated Bifurcation operate on

continuous dynamical variables xi(t) ∈ [−1, 1], whose evolution is governed by Hamiltonian dynamics

and subject to inelastic boundary constraints. The design of the SB potential ensures that stable attractors

of the dynamics are located at the boundaries xi = ±1, which correspond to discrete Ising spin states.

Upon termination of the dynamical evolution, the final Ising spin configuration is obtained through a de-

terministic projection given by

si = sgn(xi), (9.29)

where si ∈ {−1,+1} denotes the Ising spin associated with variable i. This projection maps the contin-

uous SB state to a discrete spin configuration that defines a candidate solution of the Ising Hamiltonian

introduced in Section 9.3.6.
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In ballistic Simulated Bifurcation, the inelastic boundary conditions enforce |xi| = 1 at convergence, guar-

anteeing that the extracted spin configuration corresponds to a stable local minimum of the Ising energy.

In discrete Simulated Bifurcation, the use of sign-discretized interaction terms further promotes transi-

tions between basins of attraction, enabling the system to escape shallow local minima while preserving

the same spin-extraction rule.

9.3.5 Simulated Annealing: General Description and Operating Principle

Simulated Annealing (SA) is a classical stochastic optimization algorithm inspired by the physical pro-

cess of thermal annealing, in which a material is slowly cooled to reach a low-energy crystalline state.

In the context of combinatorial optimization, SA searches for low-energy configurations of an objective

function by introducing controlled randomness that allows the algorithm to escape local minima during

the optimization process.

The algorithm operates by iteratively proposing random modifications to the current solution and evalu-

ating the resulting change in the objective function. If the proposed move leads to a lower energy state,

it is accepted deterministically. If the move increases the energy, it is accepted with a probability that

depends on both the energy increase and a control parameter known as the temperature. This proba-

bilistic acceptance mechanism enables the exploration of the solution space beyond greedy descent and

prevents premature convergence to suboptimal local minima.

The temperature is gradually reduced according to a predefined annealing schedule, shifting the algo-

rithm from an exploratory regime at high temperature to a more exploitative regime at low temperature. As

the temperature approaches zero, the algorithm increasingly favors energy-decreasing moves, effectively

converging toward a locally or globally optimal solution. When applied to Ising or QUBO formulations, SA

typically operates directly on discrete spin variables, making it a widely used baseline method for solving

Ising-type optimization problems on classical hardware.

9.3.6 Quadratic Unconstrained Binary Optimization and Ising Formulation

To provide the mathematical foundation for the quantum-inspired optimization algorithms considered

in this work, the Quadratic Unconstrained Binary Optimization (QUBO) and Ising formulations are in-

troduced first. QUBO is a general mathematical framework for formulating combinatorial optimization

problems using binary decision variables [22]. In the QUBO formulation, the objective is to minimize a

quadratic cost function that captures both individual variable contributions and pairwise interactions be-

tween variables. All constraints of the original problem are incorporated directly into the objective function

through appropriately weighted quadratic penalty terms, thereby transforming a constrained optimization

problem into an unconstrained one. This property makes QUBO particularly attractive, as it provides a

unified representation compatible with both quantum annealers and quantum-inspired optimization algo-

rithms.

A QUBO problem is defined as the minimization of a quadratic form

min
x∈{0,1}N

x⊤Qx, (9.30)

where x = (x1, . . . , xN)
⊤ is a vector of binary decision variables and Q is a symmetric matrix encoding

linear costs along its diagonal elements Qii and quadratic interactions in its off-diagonal elements Qij for

i ̸= j. Constraints are enforced by introducing penalty terms into Q that assign higher energy values to

infeasible configurations. As a result, feasible solutions correspond to low-energy states of the objective

function, and the global minimum of the QUBO formulation yields an optimal feasible solution to the

original combinatorial problem.
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An alternative but mathematically equivalent formulation is provided by the Ising model [31], which orig-

inates from statistical physics and describes systems of interacting spins. In the Ising representation,

binary decision variables are expressed as spin variables taking values in {−1,+1}, and the optimization

task corresponds to finding the spin configuration that minimizes the system’s energy. This formulation

is particularly natural for quantum annealing and quantum-inspired optimization methods, as it directly

maps the problem onto an energy landscape whose ground state represents the optimal solution.

An Ising optimization problem is defined through the Hamiltonian

H(s) =
N
∑

i=1

hi si +
∑

i<j

Jij sisj, (9.31)

where s = (s1, . . . , sN)
⊤ with si ∈ {−1,+1}. The coefficients hi represent local fields acting on indi-

vidual spins, while Jij denote pairwise couplings between spins. The objective is to determine the spin

configuration that minimizes the Hamiltonian.

Transformation between binary and spin variables. The QUBO and Ising formulations are directly

related through a linear variable transformation that maps binary variables xi ∈ {0, 1} to spin variables

si ∈ {−1,+1}. A commonly used transformation is

si = 2xi − 1, xi =
1

2
(si + 1). (9.32)

Under this transformation, both formulations describe the same optimization landscape, and minimiz-

ing the Ising Hamiltonian is equivalent to solving the corresponding QUBO problem. This equivalence

allows optimization problems to be expressed interchangeably in QUBO or Ising form, providing a com-

mon mathematical foundation for quantum annealing, quantum-inspired, and physics-based optimization

algorithms.

9.3.7 QUBO for Multi-objective Optimization

Although, QUBO and Ising formulations provide a powerful and unified framework for combinatorial opti-

mization, they are inherently designed to handle single-objective optimization problems, where the goal

is to minimize a single scalar energy function. In multi-objective optimization problems, however, the

objective is to simultaneously optimize multiple, often conflicting, criteria, resulting in a set of trade-off

solutions rather than a single optimum. This fundamental mismatch poses a challenge when directly

applying QUBO-based solvers to multi-objective problems.

A common approach to addressing multi-objective optimization within the QUBO framework is to repeat-

edly solve single-objective QUBO instances obtained through scalarization of the individual objectives,

such as weighted-sum formulations [11]. While this strategy is conceptually straightforward, it is well

known that simple scalarization techniques may fail to adequately capture the full Pareto front, particu-

larly when the Pareto front is nonconvex. As a result, naive scalarization-based approaches may yield

incomplete or biased representations of the trade-offs among objectives.

However, given the central role of the QUBO formulation in quantum annealing, recent work has shown

that this limitation can be mitigated through carefully designed scalarization and decomposition strategies

[25]. These approaches enable the systematic exploration of nonconvex Pareto fronts within QUBO- and

Ising-based optimization frameworks. In this way, multi-objective problem formulations can be reconciled

with the inherently single-objective nature of QUBO models in a principled and consistent manner using

QUBO and Ising machines.
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9.3.8 Augmented Lagrangian Treatment of Constraints

Most combinatorial optimization problems of practical relevance are subject to hard constraints, such as

capacity limits, trust thresholds, or feasibility requirements. When such problems are reformulated in

QUBO or Ising form, constraints cannot be enforced explicitly and must instead be incorporated into the

objective function through penalty terms. While this transformation enables the use of quantum annealers

and quantum-inspired optimization algorithms, it introduces a critical challenge: the calibration of penalty

parameters.

Constraints and penalty-based QUBO formulations. Consider a generic constrained binary opti-

mization problem of the form

min
x

f(x) subject to ci(x) = 0, i ∈ E , gj(x) ≤ 0, j ∈ I, (9.33)

where x denotes binary or spin variables, f(x) is the objective function, and ci(x) and gj(x) represent

equality and inequality constraints, respectively.

A standard approach to obtain an unconstrained QUBO formulation is to introduce quadratic penalty

terms,

F (x) = f(x) +
∑

i∈E

µi ci(x)
2 +

∑

j∈I

νj max
(

0, gj(x)
)2
, (9.34)

where µi and νj are positive penalty coefficients. In this formulation, feasible solutions correspond to

low-energy configurations, while constraint violations are penalized energetically.

However, the effectiveness of this approach depends critically on the choice of the penalty parameters.

If penalties are chosen too small, infeasible solutions may dominate the low-energy spectrum. If cho-

sen too large, the resulting energy landscape becomes ill-conditioned, leading to numerical instability

and degraded performance of QUBO and Ising solvers. As a consequence, penalty-based formulations

often require extensive instance-dependent tuning, significantly limiting their scalability and robustness,

particularly in the context of quantum and quantum-inspired optimization.

Augmented Lagrangian principle. The Augmented Lagrangian (AL) method provides a principled al-

ternative for handling constraints by combining quadratic penalties with Lagrange multipliers [15]. For

equality constraints, the augmented Lagrangian takes the form

LAL(x, λ) = f(x) +
∑

i∈E

λi ci(x) +
ρ

2

∑

i∈E

ci(x)
2, (9.35)

where λi are Lagrange multipliers and ρ > 0 is a penalty parameter. Inequality constraints can be treated

analogously through suitable transformations.

Unlike pure penalty methods, constraint satisfaction in the augmented Lagrangian framework is not en-

forced solely through large penalty coefficients. Instead, feasibility emerges through the joint evolution of

the optimization variables, the multipliers, and the penalty parameters. This mechanism allows constraints

to be enforced progressively, avoiding excessive distortion of the objective landscape and improving nu-

merical conditioning.

Augmented Lagrangian methods in QUBO and Ising formulations. Recent work [49, 9], has shown

that augmented Lagrangian techniques can be effectively combined with QUBO and Ising formulations

by embedding the augmented Lagrangian objective into a sequence of unconstrained QUBO problems.

Each QUBO instance is solved approximately, while Lagrange multipliers and penalty parameters are

updated iteratively between solver calls.
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In particular, the Augmented Lagrangian approach enables analytical or heuristic estimation of penalty

multipliers, substantially reducing the need for empirical, instance-specific tuning. This strategy has

been successfully demonstrated for constrained combinatorial optimization problems mapped to Ising

machines, yielding improved robustness and feasibility compared to traditional penalty-only formulations

:contentReference[oaicite:1]index=1.

Relevance for CASTOR optimization. Within the CASTOR framework, constraints arise naturally from

trust requirements, policy restrictions, and network performance bounds. Encoding such constraints

using fixed penalty coefficients would require careful and potentially brittle calibration, especially when

combined with quantum-inspired solvers such as Simulated Bifurcation.

The augmented Lagrangian approach provides a scalable and principled mechanism for constraint han-

dling, enabling smooth enforcement of feasibility while preserving the structure of the underlying optimiza-

tion landscape. This makes it particularly well suited for hybrid classical–quantum and quantum-inspired

optimization pipelines, where robustness, stability, and reduced parameter sensitivity are essential.
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Chapter 10

User Stories for the overarching Trust

Assessment Engineering process

10.1 Risk Engineering Process

Engineering Story-I

As the Service Orchestrator, I want to be notified of updated RTL for candidate path profiles based on

the latest risk assessments and risk indices identified, so that I can select appropriately secure paths

that account for cascading attacks risks and network topology criticality when deploying services.

Objective To enable the Facility Layer to make informed path selection decisions by incorporating dy-

namic risk analysis that reflects current risk assessments, including topology-aware metrics and external

risk indices from neighbouring domains of frameworks where direct asset topology visibility may be un-

available.

Motivation Path security in CASTOR depends not only on the security of individual nodes, but also on

their position within the network topology. Even a seemingly secure path may be risky if it traverses nodes

that are critical to network operations. Moreover, risk conditions evolve dynamically, as new vulnerabili-

ties are discovered, threat landscapes change, and in inter-domain scenarios, risk indices emerge from

neighbouring domains or services where direct access to their asset topologies is unavailable. With-

out dynamic risk assessment that incorporates such external risk indices, path selections may rely on

outdated or incomplete risk information. When direct observation of external domain topologies is lim-

ited, Monte Carlo simulation methods enable probabilistic risk evaluation by sampling from available risk

evidence distributions, providing statistically robust RTL estimations even under uncertainty. CASTOR

addresses this through continuous risk assessment that combines topological criticality metrics with the

latest risk indices from both internal and external sources, leveraging Monte Carlo methods for uncer-

tainty quantification in black-box scenarios, enabling RTL updates that reflect the risk landscape.

Requirements The Facility Layer assumes that it will be notified when updated RTL values become

available for path profiles based on the latest risk assessments. Risk assessments must incorporate

topology-aware metrics, including critical node scores based on network position, with individual node

vulnerability assessments correlated with the topological context to identify paths that minimize expo-

sure. The risk assessment methodology must support the dynamic integration of risk indices as they

are identified, including external risk indices from neighbouring domains or infrastructure services (as

specified in Use Case 4) where complete asset topology information is unavailable. RTL values must be

expressed as subjective logic triplets compatible with the trust policy framework, enabling direct compar-

ison with runtime ATL measurements during path enforcement. When incorporating external risk indices
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with limited topology visibility, the risk assessment must provide appropriate uncertainty quantification

while still reflecting available risk evidence in RTL calculations.

Engineering Story-II

As the Facility Layer, I want to receive updated RTL values that account for cascading attack effects

when topology changes, so that path selections remain accurate and reflect the evolving risk of multi-

hop attack propagation across interconnected network elements.

Objective To ensure the Facility Layer maintains accurate RTL information as network topology evolves

by incorporating cascading attack analysis that models how the compromise of one node can propagate

through network dependencies, enabling path profile assessments to account for temporal attack spread

beyond isolated node vulnerabilities.

Motivation RTL accuracy in CASTOR depends on understanding not just individual node risks but also

how attacks can cascade through the network topology. When network topology changes, for instance

nodes join or leave, links fail, or connectivity patterns shift, the potential for cascading attacks evolves

accordingly. A previously low-risk node may become a critical cascade point if topology changes elevate

it to a key junction position. Similarly, the compromise of a single node can trigger cascading effects where

the attack propagates to neighbouring nodes through network dependencies, creating risks that extend

far beyond the initial compromise point. Without dynamic analysis of cascading effects that responds

to topology changes, RTL values become stale and inaccurate, failing to reflect how topology evolution

alters attack propagation paths. CASTOR addresses this through Markov chain-based cascading attack

analysis that models multi-hop attack propagation probabilities and temporal spread dynamics. This

enables RTL derivations to account for how network topology influences cascading failure scenarios,

ensuring trust level calculations remain accurate as the network evolves.

Requirements The Facility Layer assumes it will receive updated RTL values triggered by significant

network topology changes. Cascading attack analysis must employ Markov chain modeling to represent

state transitions as attacks propagate from compromised nodes to adjacent nodes over time, with tran-

sition probabilities reflecting exploitation likelihoods based on vulnerability profiles and network depen-

dencies. The analysis must support fault tree integration to identify critical cascade paths where single

node compromises can trigger widespread failures. RTL updates must occur dynamically in response

to topology changes, with recalculation triggered when nodes join/leave the network or connectivity pat-

terns change significantly. The cascading analysis must model multi-hop propagation scenarios using

absorbing Markov chains to determine steady-state compromise probabilities across network paths. Up-

dated RTL values must maintain expression as subjective logic triplets, with uncertainty components

reflecting the probabilistic nature of cascading attack predictions. RTL recalculation must complete within

timeframes suitable for operational decision-making to ensure the Facility Layer can respond to topology

changes without service disruption.

10.2 Trust Engineering Process

Engineering Story-III

As the Service Orchestrator, I want to bootstrap trust in the network topology, so that I can establish

control plane interactions with elements that can demonstrate their trustworthiness.

Objective This ensures that a new network element meets the minimum trust requirements of an ad-

ministrative domain, enabling it to access and download trust configuration and provision its in-device

trust enablers (i.e., the TNDE). This, in turn, allows the Service Orchestrator to characterize the trust
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posture of the network element and its links, both when deploying new services and when evaluating the

trustworthiness of the network topology for forwarding service workloads (see Engineering Story-I).

Motivation

In CASTOR, Trust is conceived as a function that maps potential (dis)trust between different actors into

a systematically modelled trust relationship. On the one hand, CASTOR considers trust functions among

different entities both in the management plane (i.e., Service Orchestrator trusts network elements and

their derived links) and in the forwarding plane (i.e., Network element A trusts network element B). This

clearly states the subjectivity of trust as different actors may have different trust characterization over

a common trust proposition. On the other hand, in addition to being subjective, trust is also context-

dependent (see Section 5.4). Specifically, trust characterization for a network element may vary due

to various reasons, including (i) the property under evaluation (e.g, integrity, availability), (ii) the trust

relationships that affect the trustworthiness of a given entity, and (iii) the required trust level that needs

to be attained at a given phase of the operational lifecycle of the topology. Consequently, this introduces

the need to consider trust functions that span across the lifecycle of the network topology.

Before a network element is allowed to access any Trust Policy, it shall demonstrate to the Service Or-

chestrator its ability (i.e., it has the necessary mechanisms) to securely monitor, process, and report

trustworthiness evidence related to its configuration and operational state. This constitutes an integral

trust function that allows a network element to attest to the correctness of its Trusted Computing Base

(TCB), which is a mandatory prerequisite defined in the secure onboarding protocol, described in D3.1

[7].

Upon successful completion of the attestation of the TCB platform, the network element is provisioned

in order to start sharing its trustworthiness claims with its neighbourhood (i.e., in the forwarding plane).

This second trust function allows for the (mutual) bootstrapping of trust within the network topology,

allowing network elements to establish communication links with each other if and only if they meet the

minimum trust requirements that are specified by the domain administrator. In CASTOR, this process

is fully aligned with the IETF’s Trusted Path Routing paradigm [4] and Engineering Story-IV discusses

how it can be extended to incorporate runtime trustworthiness evidence, enabling the maintenance of the

established trusted topology throughout its operational lifecycle.

In parallel to the exchange of evidence in the forwarding plane, the successful completion of the secure

on-boarding process allows the Service Orchestrator to establish secure control-plane communication

channels with the newly onboarded network element and to provision the cryptographic material required

for the element’s interaction with the rest of the CASTOR framework. The network element can then inter-

act with the CASTOR Blockchain (see D5.1 [6]) to retrieve the Trust Policy corresponding to its assessed

security posture. The enforcement of the Trust Policy will dictate the entire in-device trust engineering

process: from the collection of the critical traces that are associated with the target router function under

evaluation, to the configuration of the Trust Sources so that they process the traces and share trustwor-

thiness evidence either with the Local TAF agent or the Orchestrator’s Global TAF. Through the Trust

Policies, CASTOR envisions to define a robust mechanism for specifying multiple Trust Functions both at

the management and at the forwarding plane that are able to capture the behaviour of the entire network

topology throughout its lifespan.

Requirements The selection of the appropriate Trust Policy for a network element depends heavily on

its security posture. CASTOR performs continuous and comprehensive risk analysis to determine the

details of each Trust Policy, including which trustworthiness evidence must be collected at runtime and

the required trust level (RTL) associated with a specific target trust proposition (see Engineering Story-I).

As explained in Engineering Story-II, the RTL for a given Trust Policy may also be adjusted based on the

network element’s position in the topology. This adjustment helps mitigate cascading attacks that could

increase risk, ensuring that stronger guarantees are enforced during runtime.
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Engineering Story-IV

As the Service Orchestrator, I want to be able to continuously evaluate the trustworthiness of the net-

work topology and detect any changes in its state, so that I can maintain a trusted topology throughout

its operational lifecycle.

Objective To extend trust evaluations beyond enrolment time in order to get runtime guarantees on

the operational state of the entire network topology. This is essential because it allows the Optimiza-

tion Engine to derive accurate recommendations based on the runtime trust characteristics of each ele-

ment in the topology. It is also required for evaluating the trustworthiness of already-provisioned traffic-

engineering policies as part of the service-assurance process.

Motivation Existing work towards trust-aware traffic engineering focuses on the establishment of “trusted

topologies”. On the one hand, the IETF’s Trusted Path Routing paradigm [4] delineates the core system

model, allowing only attested and trustworthy network devices to participate in routing decisions. In this

context, each network element is evaluated prior to its inclusion in a trusted network domain. However,

even though it highlights the need to “maintain” trust throughout the operational lifecycle of the network

topology, the current specification does not delve into the architectural designs and challenges of such

runtime trust monitoring capabilities. On the other hand, the SCION framework [12] follows a different

approach by introducing a completely revised inter-domain routing protocol, designed to provide route

control, failure isolation, and trust information for end-to-end service provisioning. Even though it spec-

ifies the concrete mechanisms to establish and update trust “agreements” dynamically (in the form of

Trust Root Configurations - TRCs - within a specific set of autonomous systems called the Isolation Do-

main), it does not provide the means to systematically measure and evaluate trustworthiness. To this

end, CASTOR seeks to bridge this gap by focusing on the key challenges required for end-to-end trust

characterization at the node, path, and domain levels. Drawing from our initial analysis [30, 20], we high-

light in the following the core challenges we have identified so far and the ways in which the CASTOR

Trust Assessment Framework aims to address them:

• Dynamic ATL Expression: As highlighted in [20], one core challenge towards accurate trust eval-

uations lies in the correct modelling of the trust proposition (e.g., the router’s configuration integrity

has not been compromised) that we need to measure. This relates to the types of (runtime) evi-

dence that need to be collected but also to the trust relationships that need to be considered. In

both dimensions, it is crucial that a TAF instance is able to cope with dynamic updates stemming

from the topology. For example, fresh attestation evidence may show a corruption in the network

configuration of a router, whereas the addition of new router elements in the topology would require

the inclusion of new trust relationships in order to get the overall trust level for the entire topology.

Therefore, CASTOR envisions a robust TAF architecture that (i) facilitates the collection of fresh

runtime evidence (through the TSM), (ii) enables updates to the relevant Trust Models, and (iii) gen-

eralizes the TLEE capabilities to dynamically derive the ATL expression based on the latest trust

model instance.

• Robust Modelling of Uncertainty: Being able to reason about the trustworthiness of the topology

is one of the core requirements that led CASTOR to adopt the Subjective Logic paradigm (see

Section 5.3). Uncertainty hinges on multiple factors, including the relevance of trust sources, the

suitability of the selected method, and the nature of the input data used by these methods [20]. In

this context, CASTOR will investigate different trust quantification methods as part of the TSM in

order to evaluate the impact of different pieces of evidence on the uncertainty and the overall trust

opinion to be derived. For example, depending on how relevant a type of evidence is, the absence

of corresponding observations may either increase the overall uncertainty or reduce the perceived

belief in the associated trust opinion.
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• Consistent and Accurate RTL and ATL Values: An important aspect in reasoning about the

trustworthiness of a trust object (e.g., a network element, end-to-end path, or domain) is the com-

parison between its computed ATL and the predefined RTL constraints. In CASTOR, we adopt a

risk-analysis approach as the basis to derive both ATL and RTL values (see Chapter 8), thereby

providing shared semantics and enabling a meaningful comparison. As with ATL constraints, RTL

constraints may also need to be updated at runtime. As mentioned in Chapter 7 this takes place

as part of a Trust Policy update which could be the result of a revised risk analysis that led to the

revision of the final RTL values. To this end, CASTOR aims to design and implement the TDE

subcomponent so that it can use the latest enforced Trust Policy, enabling trust decisions based on

the most up-to-date and accurate ATL values.

• Convolution of Trust: Monitoring the operational state of the underlying network topology presents

challenges due to the variety and nature of runtime evidence that must be processed. Network ele-

ments can provide multiple sources of evidence, such as integrity monitors, behavioural analyses,

or configuration compliance checkers. At the Global TAF level, this diversity necessitates care-

ful modelling of all derived trust relationships and appropriate aggregation of the resulting trust

opinions. To address this, CASTOR envisions an expressive trust modelling approach, enabling

dynamic management of trust relationships within the TSM subcomponent (see Section 7.1) and

allowing the TLEE to apply the appropriate Subjective Logic operators—such as the fusion oper-

ator when consensus among multiple trust opinions over the same trust proposition is required.

Together, these mechanisms ensure reliable and efficient trust convolution across the network.

• Evolution of Trust: In order to enable runtime trust evaluations, it is essential to consider how

new and existing knowledge can be incorporated into the assessment. CASTOR addresses this

evolution of trust in a twofold manner. First, the notification model employed (e.g., asynchronous

versus periodic updates) directly influences the freshness of evidence and, consequently, the de-

rived trust opinion. Second, historical trust evaluations are integrated to account for past behaviour,

providing resilience against temporary fluctuations and ensuring that previously penalized network

elements require sustained positive evidence before regaining high trust. Together, these mech-

anisms enable the TAF to produce stable and context-aware trust assessments that reflect both

recent observations and longer-term operational behaviour. To support both capabilities, CAS-

TOR’s TAF architecture is envisioned to include a robust TSM subcomponent, capable of managing

the temporal evolution of quantified trust opinions.

Requirements As described in Section 7.1, all operations of the Trust Assessment Framework are gov-

erned by the enforced Trust Policy. This policy needs to be downloaded to any TAF instance (Global TAF

or Local TAF agent). It primarily defines the Trust Model Template, specifying the trust relationships to be

monitored and the sources of evidence that the TAF’s TSM interacts with to dynamically collect runtime

information on the configuration and behaviour of network elements. It also provides the details required

by the TLEE, such as the types of SL operators (e.g., discounting or fusion for atomic trust propositions,

or other logical expressions for composite ones, see Chapter 6), to compute the final ATL values. Finally,

the Trust Policy may include RTL constraints, enabling the TDE to derive trust decisions with respect to

the target trust propositions.
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10.3 Optimization Engine Engineering Process

Engineering Story-V

As the Optimization Engine, I want to have access to the latest network- and trust-attributes that

characterize each node/link in the topology graph, so that I can provide meaningful and accurate

recommendations on path and alternative (explicit) paths per path profile.

Objective To ensure that the Optimization Engine operates on the latest topological graph enriched with

current network- and trust-related attributes to enable accurate and trustworthy path recommendations

per path profile for the Service Orchestrator.

Motivation The quality of the optimization results provided by the Optimization Engine to the Service

Orchestrator directly depends on the freshness and consistency of the underlying topological informa-

tion. Both the network- and trust-related metrics for the network evolve continuously in CASTOR based

on incessant runtime measurements. CASTOR achieves this objective by integrating the Optimization

Engine with mechanisms that continuously provide it with updated attributes, which are then consumed

by the optimization engine at high frequency.

The Global Trust Assessment Framework (TAF) may provide either fresh evidence or cached evidence

when populating trust-related attributes. However, the use of cached (and potentially obsolete) evidence

can result in a topology view that does not fully reflect the most recent network or trust state. Never-

theless, obsolete data do not necessarily imply a violation of the Service-Level Agreement (SSLA). The

cache data may reduce the optimality or confidence of the resulting path recommendations while still

remaining within acceptable SSLA bounds.

Requirements The Optimization Engine assumes access to a logically consistent topology graph with

attributes related meta-data. Both network and trust must be provided in a quantitative form suitable

for multi-objective optimization, as per the problem formulation. The Optimization Engine depends on

other CASTOR components to provide up-to-date node- and link-level trust attributes, and along with

network-related attributes capturing the network state. Optimization Engine must be able to accommo-

date incremental updates with full topology reconstruction for high resource efficiency.

Engineering Story-VI

As a Service Orchestrator, I want to have access to the near-optimal set of solutions that can realize

each path profile in my service catalogue, so that I ensure the selection of paths (active and backup)

that accommodate all network- and trust-related attributes in an efficient manner.

Objective To enable the Service Orchestrator to obtain a bounded set of near-optimal paths (active and

backup) that jointly satisfy the network performance objectiveness and trustworthiness for each path

profile.

Motivation The trusted path routing problem within CASTOR is a multi-objective optimization problem

that must jointly optimize over the network- and trust-related metrics. A single “best” active path is often

insufficient to ensure service continuity. Therefore, providing performance and trust realization require

alternate backup paths that are available without the need for the re-optimization. CASTOR’s attains this

objective by leveraging Optimization Engine to compute not one but a set of near-optimal paths per path

profile using a pre-defined methodologies; using either an exact or heuristic algorithm, as described in

Section 9.3. Therefore, instead of recomputing a new path every time the active path becomes unavail-

able or unsuitable, the Service Orchestrator can deploy the alternate path that still meets the path profile

requirement immediately.

We will address the following questions concerning the Optimization Engine in the upcoming deliverables.
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Most importantly, based on empirical analysis, CASTOR investigates how and when the Optimization

Engine should be executed within the framework. We decompose the design space of the Optimization

Engine into a set of key, interrelated challenges that will shape its functional specification in D4.2 and

beyond as follows.

• Periodic vs. Asynchronous: The first fundamental question concerns whether the Optimization

Engine should operate periodically (near-continuously) or should be triggered asynchronously. The

asynchronous trigger could, for example, come from explicit requests from the Traffic Engineering

Policy Engine. The two approaches present different benefits and limitations in terms of respon-

siveness, stability, and computational cost. CASTOR will explore these trade-offs experimentally.

The goal of these experiments would be to identify execution models that best balance agility with

operational efficiency.

• Time as an Optimization Constraint: CASTOR treats the execution time of the Optimization as

a critical first-class constraint. Therefore, the optimization algorithms should preferably support

early termination or interruption. The early termination enables the return of partial results when

strict timing constraints are reached. CASTOR will explore how such time-bounded execution and

intermediate solutions affect both the accuracy of the optimization outcome and the efficiency of

the resulting enforced policies.

• Optimization Efficiency (Computational Reuse): Computing the entire network state from scratch

for every local change could be computationally inefficient. Therefore, CASTOR will investigate

mechanisms for reusing previous computations and performing incremental or localized (re) opti-

mization. The computational reuse will minimize computational overhead while maximizing runtime

performance and scalability.

• Time of Result vs. Time of Enforcement: CASTOR makes a clear distinction between the time

at which candidate paths are computed and the time at which they are enforced in the data plane.

This distinction introduces the need for robust post-processing capabilities to classify computed

paths into active, backup, and restoration paths. This challenge is timely in light of ongoing IETF

work on Circuit-Style Segment Routing (SR) Policies [41]. The work distinguishes the path into

two types: Protection and Restoration. A Protection path is fully established in the data plane and

ready to carry traffic. A Restoration path may be computed and partially established, but is not

immediately ready for use. It is non-trivial to ensure that the enforced paths in a highly dynamic

environment remain timely and valid. CASTOR aims to address this challenge by enabling an end-

to-end pipeline. As further elaborated in Deliverable D5.1 [6], this pipeline originates at the Traffic

Engineering Policy Engine, which leverages the output of the Optimization Engine to derive the

routing policies to be enforced on the routers. Deliverable D5.1 [6] analyzes the possible strategies

for mapping optimization results into forwarding-plane behaviour, including the enforcement of traffic

engineering policies (e.g., explicit paths or dynamic configuration as part of the Segment Routing

paradigm) via a Network Controller, as well as the explicit establishment of concrete paths through

existing control-plane routing protocols (e.g., the Path Computation Element Protocol).

Requirements The Service Orchestrator assumes the existence of an Optimization Engine capable of

producing multiple near-optimal solutions per path profile. Therefore, the Optimization Engine must ex-

pose the candidate paths per path profile in a form consumable by the Service Orchestrator. On the other

hand, the path profiles defined in the service catalogue, submitted as an input to the Optimization Engine,

must be interpretable as optimization objectives and constraints, as defined by the problem formulation.

The Optimization Engine to provide valid solution must have access to the accurate and up-to-date net-

work and trust attributes. The Optimization Engine must bound the size of the returned solution set as

per the resource and time constraint to ensure scalability and operation feasibility. The Optimization En-

gine assumes that other CASTOR components are capable of enforcing it results consistently across the

network without fail.
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Chapter 11

Summary and Conclusions

This deliverable has established the conceptual and methodological foundations of the CASTOR Trust

Assessment Framework (TAF), providing a structured understanding of trust and trustworthiness and

highlighting the limitations of traditional trust verification approaches. Key terminology and core com-

ponents were introduced, along with a detailed examination of the various trust assessment modalities

envisioned in CASTOR, distinguishing between local, in-router evaluations and global, orchestration-level

assessments. The report has explored the state-of-the-art in trust management, focusing on probabilistic

and logic-based frameworks capable of handling uncertainty and conflicting evidence, ultimately motivat-

ing the adoption of Subjective Logic as the primary reasoning framework. It has further identified the trust

relationships that underpin trust-aware traffic engineering policies, elaborated on the concepts of Actual

and Required Trustworthiness Levels, and analyzed the necessity of a continuous risk-aware evaluation

process. By framing trust-aware traffic engineering as a multi-objective optimization problem, the deliver-

able has synthesized network and trust attributes into a coherent modeling approach. Finally, the survey

of exact and heuristic optimization methodologies has provided the analytical grounding for the design

and implementation of the CASTOR optimization engine.

Building upon this foundation, the deliverable has realized a concrete set of engineering stories that cap-

ture the main challenges, requirements, and design considerations for both risk- and trust-aware network

operations. These stories serve as actionable guidance for the functional specification of the CASTOR

TAF and its optimization engine, bridging the gap between conceptual models and practical system im-

plementation. They form the basis for the next stage of development, providing a clear roadmap for

translating trust and risk analysis into deployable traffic engineering policies. Consequently, the insights

and specifications presented here will directly inform the design, implementation, and validation work in

the subsequent deliverable, ensuring a smooth and structured progression from conceptual foundations

to operational realization.
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